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Issues in this paper 

LINGUISTICS 7800  

 Less work done on dependency parsing in Korean because of the lack 
of training data in dependency structure. 
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 How to extract useful features from morphologically rich Korean 
•             /NNG    +     /XSV     +   /EF 
     talk (verb)            talk(noun)         do                      ending marker   

 Parsing evaluation  
• three different genres with gold-standard & automatic morphological 

analysis 
• impact of fine vs. coarse-grained morphologies on dependency parsing  

 Convert constituent Treebank in Korean to dependency Treebank 
• by applying head-percolation rules and heuristics 
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Dependency Tree  
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 Dependency tree from constituent trees 
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In Dependency Treebank and Parsing 

LINGUISTICS 7800  

 No restriction on word-order unlike phrase structure 
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 Suitable for flexible word-order and morphologically rich languages 
• Korean (SVO, but free order with case particles) 

 For Korean dependency parsing, use Sejong constituent Treebank (60K 
sentences) 
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Related Work 
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 Stanford dependencies 
• system for extracting dependencies from Penn Treebank style 

constituent trees (Marnefee et al. 2006) 
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 Penn Korean Treebank  
• constituent trees for newswire and military corpora (Han et al., 2002) 

 KAIST tree-annotated corpus (Lee 1998) 
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Dependency Conversion: Sejong Treebank 

LINGUISTICS 7800  

 Constituent tree and morphological analysis for ‘she still loved him’ in 
Korea 

Statistical Dependency Parsing Korean 

7 LINGUISTICS 7800  

 POS tags are used in morphemes within tokens 
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Dependency Conversion: Sejong Treebank 

8 LINGUISTICS 7800  

 Tree consists of various phrasal nodes and function tags. 
• each token is annotated with a phrasal-level tag. 
• function tags, relations between phrases and siblings, can be used 

as dependency labels. 
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Dependency Conversion: Sejong Treebank 
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Dependency Conversion: head-percolation  
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 Head-percolation rules in Sejong Treebank 
• find the head of the phrase and make its dependent  
• generate dependency trees from constituent trees and guarantee 

dependency trees well-formed (root, head, connected, acyclic) 
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Dependency Conversion: heuristics  
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 Heuristics 
• resolve some special cases (e.g., coordination) 
• constituent and dependency trees for ‘I and he and she left home’ 
• she is the head of both I and he. 
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Dependency Conversion: dependency labels  

LINGUISTICS 7800  

 Dependency labels from constituent trees 
• function tag becomes the dependency label to it head. 
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Dependency Conversion: dependency labels  
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 Algorithm 1 shows how to infer the other labels. 
• ROOT is the dependency label of the root node. 
• ADV is adverbials.  
• (A|D|N|V) MOD are (adverb, adnoun, noun, verb) modifiers. 
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Morphological Analyzers: IMA and Mach 
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 Two systems to generate automatic morphemes and POS tags 
• Intelligent Morphological Analyzer (IMA): fine-grained & rich POS tag  
• Mach (Shim & Yang 2002): coarse-grained POS tag 
• mapping between POS tags generated by two systems for comparing 

the impact of fine vs. coarse grained morphologies  
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Dependency Parsing 
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 Parsing algorithm 
• Transition-based dependency parsing approach (Choi and Palmer 2011) 

 
 Machine learning alogrithm 

• Liblinear L2-regularized L1-loss SVM 
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Dependency Parsing 
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 Feature extraction 
• extract features from POS tags 
• some types of morphemes used to extract features for dependency 

parsing models 
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Dependency Parsing 
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 Feature extraction example 
• the types of morphemes extracted from the tokens 
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Experiments: corpora 
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 Grouping Sejong corpora into 6 genres 
• Newspaper (NP), Magazine (MZ), Fiction (FI), Memoir (ME),    
     Informative Book(IB), Educational Cartoon (EC) 
• These corpora are divided into training(T), development(D), and 

evaluation sets(E) which ensures the robustness of parsing model. 
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Experiments: evaluations 
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 Parsing model evaluation based on gold-standard morphology[gold, 
fine-grained], IMA [auto, fine-grained], and Mach [auto, coarse-grained ] 
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 On the average LAS, [gold, fine-grained] better than [auto, fine-grained] 
 [auto, fine-grained] has a POS tagging accuracy of 94.66% on correctly 

segmented morphemes. 
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Experiments: evaluations 
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 The difference between [auto, fine-grained] and [auto, coarse-grained] 
models are small; ‘a more fine-grained morphology is not necessarily a 
better morphology for dependency parsing’.  

 High LS implies that models successfully learn labeling information from 
morphemes. 

 Models perform worse on NP genre, and this needs to improve accuracy.   
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Project 

LINGUISTICS 7800  

 Based on Sejong Treebank 
• Make the  dependency labels in Korean more rich 
• Compare dependency labels in English with ones in Korean 

AGENT, CSUBJ, CSUBJPASS, EXPL, NSUBJ, NSUBJPASS, ATTR, DOBJ, IOBJ, OPRD, AUX, 
AUXPASS, HMOD, HYPH, ACOMP, CCOMP, XCOMP, COMPLM, ADVCL, ADVMOD, etc. 

• Find the rules and morphemes for generating the dependency labels 
in Korean 
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