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Temporal Annotations and Linguistic Generalizations

In this talk, I discuss the interaction between linguistic theory and the annotation-training-test model from computational linguistics. I argue two points: linguists must acknowledge the messiness and complexity of real language data, while computational linguists must admit that "the company that a word keeps" is an often deceptive and vague guide to linguistic theorizing. To illustrate this interplay, I will examine the phenomena of tense, aspect, and temporal ordering in text and discourse. While linguistic theory provides the framework for annotation and subsequent learning algorithms, large scale annotation efforts inform linguistic generalizations and can significantly impact the nature of theory in language modeling.

