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Abstract

We present a method for learning to perform syntactical reéaglén machine translation. In our
approach, source sentences are parsed into parse treesatine@rdering source parse trees into
reordered parse trees closer to target language strudtbieemethod involves aligning words,
parsing source sentences into parse trees, determiningotles reordering operation, and training
a probability model using tree node features via machine leanmiaigl. At run-time, we parse the
test sentence to obtain the parse trees, estimating riegyageration for each tree node using the
trained model, and returning the sequence of words in reordexadesparse tree to obtain
reordered source sentence. We submit reordered source settdencstate-of-the-art machine
translation system for evaluation. We describe the impiatien of the method using parallel
Hong Kong corpus. The experiment results show that phrase-basethen@ahslation model with
our reordering model outperforms machine translation model without ordereng model in terms
of BLEU score. Our methodology is clearly a step forward favdpcing more fluent and

grammatical translation.

Keyword: Syntactical Reordering, Statistical Machine Translation, Parse Tree
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Chapter 1 Introduction

Machine translation has become more and more popular in re@st gad more and better qualify
machine translation services on the Web are increasawglijable. It is used to translate sentences
or article from one language to another language more speibdily human translation. Most

notable machine translation systems include Google Transiidpe//(vww.google.com/translate t

and AltaVista Babel Fish Translation (http://babelfish.adt/con).

Get Translation Browser Buttons | Help

GO ( )gle | Text and Web Search Results

Translate

Translate Text

Original text: Automnatically translated text:

A fire occurred in my MRBEEERNEEETE
neighborhood after midnight

English to Chinese (Tradition » Suggest a better translation

Figure 1: A translation sample from Google Translate. Suimgit“A fire occurred in my
neighborhood after midnight” which is not reordered

Machine translation systems such as Google Translate o#ah gource sentences as a
sequence of phrases and produce a target sentence with wordiitderts the original sentence.
However, statistical machine translation often failsfteatively reorder phrases globally, leading to

syntactical incorrect target sentence. Consider the Engiestience A fire occurred in my



neighborhood after midnightGoogle Translate translates it into¢5¢ B4 # F4 HE #

F# # (Figure 1). The ordering for short phrases, |i## #E and “F& %", are

acceptable while the global order of phrases are not. Thesei@entean be translated into more

fluent and grammatical target sentence if syntactical imidion is taken in consideration.

For the sentenceA'fire occurred in my neighborhood after midnigagain, parse tree can be
obtained though a syntactical parser which is shown in F@iae By rotating S (NP) (VP) ) into
(S(VP) (NP)) ,and rotating ¥P (VBD) (PP) (PP) ) into (VP (PP) (PP) (VBD) ), and rotating PP
(IN) (NP (NN) ) ) into (PP (NP (NN)) (IN) ), a new parse tree closer to the Chinese sentence order
is obtained (Figure 2(b)). After that, we can process tbelezed English sentencenidnight after

in my neighborhood occurred a firavith_a state-of-the art machine translation systemaly, a

machine translation system is more likely to produce theéseéthinese sentencéF®& # # 3¢
BT B4 A 2. Submitting this reordered English sentence to Google Trmstas translated

into “F& # , & & WL 4L A which is more influent than Google Translate’s result

for the original sentence. (Figure 3)

ROOT
ROOT ‘

| g
NP VP VIS 1§

T T

DT NN VBD rr PP /l'l'\ /l‘l‘\ VBD DT NN
A fire oceurred IN NP IN NP —\‘l' IN IN NP oceurred A fire
in  PRPS NN after NN NN after in  PRPS NN

Ty .m.irp"rf')rm"rrmnﬂ mirf.n.ir;j':.f ;;;jrf'n,.i_r‘r,";,f iy .w.i_r,r;"n"}rn'f:rjrjrf’
Figure 2: Original (left) and reordered (right) parse dré@ the English sentencd ‘fire occurred
in my neighborhood after midnight.



We present and evaluate a new syntactical reordering methoprditaisses source sentences
into a word order closer to target sentences. For a given ssemtence, we obtain the parse tree
using a syntactic parser. Then we estimate reordering prabdbil every non-terminal tree nodes
using a number of features via Conditional Random Field (CRRypa of discriminative
probabilistic model most often used for the labeling dataerAdtedicting reordering probability, we
could reorder the tree and produce a reordered sentence cldaegeiblanguage word order. We
can then feed this reordered sentence into a phrase-b@sistical model to produce a target

language sentence with better word order. We describe otinthet details in Chapter 3.

Get Translation Browser Buttons | Help

GO(JS[@ | Text and Web Search Results

Translate

Translate Text

Original text: Automnatically translated text:

midnight after in my neighborhood| F&E#® FEMITEENE
occurred a fire

English to Chinese (Traditior s Suggest a better translation

Figure 3: Result for submitting reordered sentence to GAogleslate

The rest of the paper is organized as follows. We retiewrelated work in the next section.
Then we present our method for training reordering probabilityGRE (Chapter 3). For our
evaluation, we compare the BLEU score of the translaetéaces against translations produced by
other state-of-the-art systems (Chapter 4). Finally,camclude with a summary and future work

(Chapter 5).



Chapter 2 Related Work

Statistical machine translation (SMT) has been an araatie research, since Brown et al. (1990)
proposes to model a statistical approach to machine translatenrelation of two languages
translation process is based on the noisy channel model. Apdoitessing of translation is similar
to a decoder where we choose the most possible target langusigaceewhich optimizes
probabilities related to channel and language models, thentwdels: in the noisy channel language
model. And these two models operate independently. This modebémsme the standard

framework of statistical machine translation.

More specially, we focus on the special part of SMT, tedimg} with syntax information that is
likely to obtain target sentences with grammatical stmectTranslating with syntax information has
long been an active topic of SMT research. The body of the ®gdarch (Yamada and Knight,
2003) in a way focuses on translating with-syntax-based tetakisranslation model. A source
language parse trees is taken into consideration. By uséngpierations of reordering, insertion and
word translation, a target sentence is produced. In our proposed, medalso parse the source
sentence and process with source language parse tree. Bubdbsspof actual translation is done
using a state-of-the-art phrase-based statistical machamsldtion system in our model. An
interesting approach presented by (Marcu, Wang, Echihabi, anthtKr@§06) descries how to
exploiting feature functions for choosing target translation pbré®sen source language phrases,
and use syntax-based translation. With composing rulegt tamguage sub models can be trained
to assemble target phrases into well-formed, grammatiggduts. Their evaluation results show
that a syntax-based system can produce results that are thattethose produced by a strong
phrase-based system in experimental conditions. And the numbettak-$ased rules used in their

models is smaller than the number of phrase-based ruletypical phrase-base statistical machine
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translation system.

In most of the SMT systems, the processing of translation ie dgrconsidering translation
model and language model at the same time. A method forcigm@aordering has been presented
in Wang, Collins, and Koehn (2007), which describe an approach wibt af hand crafted
syntactic reordering rules that exploit systematic diffeesnmetween source and target word order.
By reordering some tree nodes with rules, a new, reordersd gapresented where the sequence of
leaf words from a reordered sentence. And the reordered soembenses are submitted to a
phrase-based SMT system to obtain target language witthkuibrder influent and grammatical.
While they use hand crafted reordering rules, we proposesaio feordering rules and probability

automatically from the training data.

Wu (1997) described an Inversion Transduction Grammar (ITG) to Inragslation. ITG is a
bilingual context-free grammar that ‘generates a- synchronous paesdor a pair of aligned
sentences. Any ITG can be converted into-twg. normal forms, whergroductions are either
binary-fanout non-terminal productions or lexical productions. ITG alléwstwo reordering
operations: straight or inverted. By training from a paratl@pus, a small number of rules are
adopted which the accuracy for each rule is reliable. While dé&sider reordering with out even
using syntactic labels and binary-fanout, we add more featatesour proposed model for
modeling reordering and we allow for fanout of more than 2. And mithe features combination,

the rules we obtain are much more effective than rules geaeby ITG rules.

Chiang (2005) introduced lexicalized labelless hierarchical bilinghedse structure to model
translation without any linguistic commitment. Since he does matterany syntactic information
category for hierarchical phrase pairs, very large numbeules is generated for specific words

without any linguistics motivation. These lexicalized regvnitiles, however, record any differences



in hierarchical structure of two languages. The size ofules is huge (2.2M rules). These rules do
not make use of syntactical information such as part afcspéags like noun, verb, or adjective,
instead they work with specific words. The results show thase rules improve translation
accuracy compared with a state-of-the-art phrase-basednsy§thiang also experimented with
incorporation of syntactic information, which, however, did naivpgle a statistically significant

gain. We integrate the features and syntactical structuwoer model.

Most recently, the traditional SMT systems have begun to usseimased approach. Koehn
(2004, 2006) describes a beam search decoder for two phase-laistidadtmachine translation
tools, Pharaoh and Moses. This approach would translate sourcecesritéo translated sentences
with appropriate phrase translation and reordering. With a bearchséhe hypotheses are placed in
stacks. The size of stacks has been limited;- some ‘dfythethesis in stacks may be pruned if the
probability of these hypotheses is lower.than a threshold. Tlhegsing time directly related to the
pruning threshold. The reordering model adopted by Pharaoh and Medasls weak. The cost
of target phrases reordering is related to the distanceebataource phrase and target translated
phrases. The cost with long distance reordering may be quitethighthe probabilities of global
reordering hypotheses are usually low and often pruned during beanch.sdhe difference
between Pharaoh and Moses is that Moses adds factored piesersach as surface, forms,
lemma, part-of-speech and other syntactic features, whictaéth@nly considers the translation
probability and language probability. Our proposed model acts aspquessor for a phrase-based

SMT, and we are likely to handle global reordering of trammsianore effectively.

In contrast to the previous research in phrase-based and -bastest machine translation
systems, we present a model that automatically leamtadical reordering of source sentences,
reordered tree nodes with probable reordering, and obtain thenseqoé leaf words on the

reordered tree. We exploit the features combination and tramodgl learning to determine the
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reordering of tree nodes. Our goal is to obtain reordered sesteitethe goal of producing more

fluent and grammatical target sentences.



Chapter 3 Syntactical Reordering Model

Submitting a source sentence (e.gd fire occurred in my neighborhood after midnighto
machine translation systems often produces reasonably usefslation. Unfortunately, machine
translation systems typically order phrases monotonously, and moayproduce fluent and
syntactically correct target sentences. To obtain alatms with better reordering of words, a
promising approach is to parse and reorder the source senten@erngt® source sentence parse

tree more consistent with the target language word order.

3.1 Language Model in Machine Translation

In this section, we present a new model of machine translédgiodetermining the reordering
probability for each parse tree node.  Before describing the propusthod, we introduce basic

concepts related to statistical machine translation.

In the noisy channel model (Brown et al., 1993), a source lapgsegtence enters in the
noisy channel and translates into target language sentefbe channel is governed Bt|s). In
machine translation via the noisy channel, we decode thettaentence to give the most likely
source sentence. By applying the Bayes rule, we Réig= P(s)P(s|t)/P(s), whereP(s) is constant
for the given source sentense This equation reformulates the translation processing @nto

translation componem(sit) and a language model componB(t).

The probability of a given senten8ew;ws...wn, the Visible Markov model is applied &{S)
= P(w1) P(Walw1) P(Wsw1,Wo) ... P(Wm|w1,Wa, ... Wm-1) Without loss of generality. For the reason of lack
of substring probabilityP(wy|wi,W>,..., W), it IS applied on a n-gram language model which is an

8



application of i order Visible Markov model :
P(S) = P(Wl)P(WZ | Wl)' o P(Wn | Wl’WZ L Wn—l)‘ . P(Wm | W, —-n+17 Wm—n+2 1o 'Wm—l) (1)

where the probability for eactw, depends only on the substring Wf,+1Win+2...Wi;. N-gram
language model is significantly helpful and easy to use insphrardering for phrase-based
machine translation systems (e.g. Pharaoh). For a machimgation decoder, N-gram language
model is used to estimate the probability of target sentebitdsrtunately, the problem of machine
translation decoding is NP-complete (Knight, 1999) and thus dtdibe-@rt decoders limit the size
of ordering hypotheses for translated sentences. Local reorderipgical very strong in machine
translation systems since global reordering is very computty intensive when many words are

skipped over. However, global reordering is often neededdentland grammatical translations.

To overcome the limitation of local-reordering, we use tdagctical parse tree of the source
sentence to derive global reordering that is closer to téaggtiage word order. With that in mind,

we rewrite the Noisy channel formulation as follows:
P(t | S) = P(t |S')P(ﬂ | I'I)P(|_| |S) wheres’'=Str(/7) (2)

In equation (2), a parse trééfor the sentencs is used to obtain the reordered sentesice
There is a reorder operation applied to each nodg producing a new tred’. We denotestr(IT')
as the sequence of leaf words of parse ffehich is produced by a reordered parse fiédrom
original parse tred/. The reordered source sentence feeds into a statisticalystem to produce
target sentence Figure 4 shows an example describing formula (2) in a pehetay. We will give
our problem in a formal description in next section, and how to atgirthe probability of

reordering parse tree in (Section 3.3).



S Afire occurred in my neighborhood after midnigint

ReordeP(IT| 1)

ParseP(71]s)
ROOT
‘ 11
S
/\
NP VP
//7\
DT NN VBD rp PP
| P2 N\
A fire  occurred IN NP IN NP
| |
in  PRPS NN after NN
my  neighborhood midnight
StIT)

ROOT

|
]T S
/\
VP NP
PP PP VBD DT NN

SN TN |

NP IN IN NP occurred A fire
i N

NN after  in PRPS NN

midnight my neighborhood

S’ midnight after in my neighborhood occurred a fire occurfed

N

MT System

P(tls’)

1 1

T /75 % s MBIRF XA

117 &8¢

Figure 4: Overview of our proposed model

3.2 Problem Statement

We focus on the subtask of machine translation: reordering stamgeage parse tree so

as to

produce a tree closer to target language word order. We thearse the tree in infix order to



produce a reordered sentence. The returned sentence candm gass a state-of-the-art machine
translation system to produce translation. Our goal is tadezogach tree node so that the MT
system can produce more fluent and grammatical targeteentéormal statement for this problem

is as follows.

Problem StatementVe are given a general purpose natural language pad#sefe.g., Stanford
Parser) and a parallel corp@ By parsing a source language sentencePAR we obtain the
syntactic parse tre&T with tree nodesTNs Our goal is to reorder eachN that is likely to
transformSTto a parse treRT with a syntactic structure similar to the target sergefor this, we
represent eacfiN as a set of features,...,f,, to determine the reorder probability for each tree

node.

In the rest of this section, we describe our solution tophablem. First we describe on our
training process of learning how to transform source parse($eeion 3.3). Then we show the

runtime process of reordering and translating-a given sentéeetion 3.4)

3.3 Training Process

We attempt to find transformation from source language paeseinto reordered parse tree to
produce a sentence with word order similar to the targeésesat Our proposed training process is

shown in Figure 5.
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1. Aligning words in sentence pairs of bilingual corpus and gengrdlhe
parse tree for each sentence (Section 3.3.1)

2. Determining word reordering operation information for each rnode
(Section 3.3.2)

3. Training a CRF model using all features(Section 3.3.3)

Figure 5: Outline of the training process

3.3.1 Preprocessing for Training Data

In the first stage of the training process (Step (1) in Eig)r we generate a set of source language
parse trees with leaf words annotated with its translation teqpart, and then identify the
reordering operation on each tree nodes that will-lead remeanthere word translations are in order.

For example, consider the sub-tree in Figure 6. Intuitivelye reverse the left and right child note,

the word translationsi&(1) 5£4(2), will:be in order. And the reverse decision may haveldo

with leaf word left child “Mr.”

NP
NNP NNFP
_u‘p ("11{l|1111;_|;
el
2y (D

Figure 6: Sub-tree forMr. Cheung

The input to this stage is a set of parallel source-tdegeguage sentences. These aligned

sentences constitute the training data for learning to recadse frees.

12



The output of this stage is a set of source sentences annotased tpses with word
translations and positions that can be used to quickly deteneongéering operations for each tree
nodes. A sample parse tree, automatically generated usirgjata-of-the-art parser and

word-alignment tool, is shown in Figure 7(b).

We describe the steps of data handling in this section. Westin an existing word alignment

on C. Then we parse each source sentenasing PAR For each sentence pasit) in bilingual

corpusC, considers = “A fire occurred in Mr. Cheung’s neighborhood after midnighidt = “ 4

& # ik £ 5 BT BE XX For this sentence pair, we obtain the result of word

alignment in Table I. Then, we annotate each leaf node withnadigt target words and target word

position. The results of annotated parse tree are showgunerr (b).

ROOT

i
/\

ROOT g VP

| N T T

S DT NN VBD re PP

NP v A fire  oceurred 1IN /\l‘\\ l_‘\ N‘l‘
DT NN vED PP U null ok med NP NN after NN
| | T AN ® (0 RS | |
CIR e "‘\ /\‘\ L‘\ *|1 mull XXP NP POS  ncighborhood g5 midnighi
: I I I
ir NI .\|.\ after .\|.\ ;.L‘|{! (‘J'H‘rmr; " m;ﬁ /_‘F._&'T
NP ONNP POS  neighborkoad midnight (6) ¢}
| | | ek B OE
Mr  Cheung s @ & o

Figure 7: Original parse tree (left) and annotated paese (right). Source sentence ia fire

occurred in Mr. Cheung’s neighborhood after midnighith target sentence &, % , &z 5

£y Ks BiLe BE, XXg

The training process can be illustrated using the procedufegime 8. We will describe the

13



determination of the reordering operation for each tree notfeinext section.

Source Position Source Word Target Position Target Word
1 a 0 NULL
2 fire 8 V@
3 occurred 7 -
4 in 0 NULL
5 Mr. 4 L&
6 Cheung 3
7 ‘s 5
8 neighborhood 6 V. oplin
9 after 2 #
10 midnight 1 F&E

Table I: Word-Alignment result ford fire occurred in Mr. Cheung’s neighborhood after midnight

With “ F#& | #, ks F4£, 5K BliTe BE; XXy

Procedure Preprocessing (Bilingual Cor@ad(s,t1), (S2,t2), ..., Gutn)})

S={s1%,....5}
(1) Syntactical parse treset ST= pars€S)
(2) A =word_align(C)

for each syntactical parse trégin ST
for each leaf word in 77;
(3) annotateTreeLeafNodeAndPositignfy, a)

Figure 8: Procedure for preprocessing for training data
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3.3.2 Determining Word Reordering Operation

In the second stage of training process (Step (2) in Figyreve describe how to determine the
reordering operation for each non-terminal node in the paes We apply a straightforward
procedure to determine reordering operations based on word positigme & shows an example

of determining reordering operation for each node in an anngtatrse tree. We use permutation of

1 to n to denote the reordering operations. For example, the sulRR&EN after-#&,2) (NP (NN
midnight ##&,1) ) ) on the right of Figure 9 is label a& 1’ indicating the target words are
reversed in the target sentence. And the nddRR(NNP Mr.- 5£4,4) (NNP Cheung#%,3) (POS's-
5%,5) is labeled as “2 1 3” indicating that the second translappears first in the target sentence

followed by those of the first and third translations.

ROOT

5

S R

NP VP
—
LN . 321
D‘J | \TD /PP\ /g\
A fire  occurred  IN NP IN 2 1.\1‘
] Y N
mull ikﬁé ﬁéE in NP NN after NN
8 O
null NNP TNNPT POS  neighborhood % midnight
. 2)
Mr Cheu TH| ¢ Eﬁ-ﬁ /_LF_ ﬁ
‘ (6) (1)
4t R O=E
@ 3 G

Figure 9: Determining reorder options for an annotated parse tre

We use a bottom-up tree traversal to determining reorderingtape(RO) for each tree node.
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First we determineRO on base phrase tree node. Since the target word positionsbbave
annotated on parse tree in the first stage, it is eadgriteeRO based on word translation positions.
For instance, the permutation of “2 1 3” will change tleedypositions of the node for “Mr. Cheung

‘s” from (4 3 5) to (34 5) in order.

For tree node on higher of parse tree, we |&@kfter all child nodes have been labeled. An
example of reordered tree is shown in Figure 10. The ttindd nodes have been labeled and
reorder in target sentence position. In order to reordsrdib-tree node also into target sentence
order, we label the root with “3 2 1” labeling to the sequerideaaslation positions of (123456
7) which is the same on the target word positions. And thel@eoperations in Figure 9 are shown

in Table II.

VP
rJr'r-'ra.‘r'.r'f d IT /\P\ -\;‘l' 1]\;
ﬁéE in NP NN NN after
%) |
null NNP NNP POS  neighborhood  midnight %
Jo ] @
Cheung M- 5 B 3iT /_‘F_ ﬁ
e o
P’ OE K
3 @ &

Figure 10: Example sub-tree for reorder operation determining
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Sub-Tree POS of Root RO
T S 21
(S(NPVP))
T2 NP
NULL
(NP (DT NN))
3 VP
321
(VP (VBD PP PP))
T4 PP
NULL
(PP (IN NP))
ws | NP
12
(NP (NP NN))
Fir NP
213
(NP (NNP NNP POS))
x| PP
21
(PP (IN NP))

Table II: Reorder Operation of sub-tregstands for.sub-tree by traversing tree nodes in preorder

We label reorder operation for non=terminal nodes describinporeasection. Unfortunately,
the number of children in non-terminal nodes is various; therefomon-terminal node with n
children is mostly having n! types of ordering. We only label for tewminal nodes with 2 or 3
children with our notation above. For sub-tree nodes with more thaa timédren, we only

consider straight and inverted cases and label them asddd?*2 1” for simplicity.

By labeling all tree node nodes using the abB¥@ notation, we annotate the reordering
operation for each non-terminal node with a straightforward pree The ordering for these
nodes will be the training data for probability estimation,clihive will describe in details in the

next section.
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3.3.3 Training a CRF Model Using All Features

In the final training stage, we take the lexical and symdeatures of each node into consideration,
and use a machine learning tool, Conditional Random Field, toatstimordering probability
conditioned on all features. The input of this stage is afggarse trees annotated with reordering

operations.

Consider the formula (2) in section 3.1. In this formula,oléin a reordered parse tréé

corresponding to a reordered source sentehd&e rewrite this mathematical operation as follows:
PN M) = [} Rles-17) = P(RIT) 3)

where the annotated parse tié#das composed of sub-treg, andR denoting a set of reordering
operationg; for z; while transforny?7 into a new parse treé . The probability oR can be modeled
using the label selR conditioned on the parse tréé We focus on the proceduR¥R|/7). The
probability estimation is similar to a tagging taskd we can use existing probability estimation

tools to train a tagger.

One of the tools for our purpose is Conditional &am Field (Lafferty, etc. 2001) (CRF). It is
a framework for building probabilistic models fableling and segmenting structural data, such as
sequences, trees, and lattices. Conditional Rarféiefd provides several advantages over hidden
Markov model and related model. CRF has the abibtyelax strong independence assumptions
made in these models. A CRF is a form of undiregjemphical model that defines a single
log-linear distribution over the label sequencesgegia particular observation sequence (Wallach,
2004). We introduce CRF in details with the graphimodel below.
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Yi—l 7 Yi—i—l

Y
@) (@)
Xi -1 Xz XH— 1

Figure 11: Graphical structures of simple CRF feguences. An open circle indicates that the
variable is not generated by the model.

(@)

First, we define two variableX andY, whereX is a random variable over data sequences, and
Y is a random variable over label sequences. Kissthe observation variable aivds the unseen
variable. Then the graphical model for CRF is shawrigure 11.X; is observation variable in
positioni of data sequence, andy; is the same expression. In Figure 11, a |&b& condition on
two componentsy; andX; whereY; is the neighborhood of; andX; is the observation variable for
Yi. Thus we separate the probability estimation fmto parts, state function and transition function.

The definition of the probability in simple formés follows:

p(Y [ X)O exr{ZjM,—h (Y X,i)+Zk)ﬂksk(yi ,X,i)J (4)

wheret;(yi.1,yi,X,1) is a transition feature function of the entiresetvation sequence and the labels at
positioni andi-1 in the label sequence(y;,x,i) is a state feature function of the label at posit
and observation sequence; @n@ndy; are parameters to be estimated from the trainatg.dAll
feature functions are real-valued. We construatatreal-valued featurdxx,i) of the observation

to expresses characteristic empirical distributodrthe training data that should also hold of the

model distribution. An example for POS labelingsath a feature is

b( _)_ 1 if theobservatia atpositioni is theword" September"
’ 0 otherwise
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Each feature function takes on the value of onth@de real-valued observation featunési)
the current state (in the case of a state functnjrevious and current states (in the case of a

transition function).

Finally, notation is simplified by writing

s(y;, %,1) = (Y4, Y1, %)

and

n

F; (y,X):Z fj(yi—l’yi ’X’i)

i=1
where eacHj(yi-1,yi,X,i) is either a state functiomor a transition function. Thus the general CRF

formalism is below:

P(Y|X)O ex;{zk:Ak F, (Y, x)j (5)

We ignore the details for parameter estimation @thér aspects about CRF.

Therefore we cast our sub-tree labeling problera &RF. By treat the label varialieas the
unseen variabl& and the parse tred as the observation variab} we rewrite formula (5) as

below:

P(RI) O ex;{zk:/}k F (R n)] (6)

We also rewrite the feature functiénas below:
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n

F(RM) =Y f (R, R, M.K) (7)

=1

For the sub tree nodg, we survey four features ib(x,i) which are likely to affect the
reordering: (1) Part of speech tags of the nodeddild nodes (2) Source word of child nodes (3)

Head word of child nodes (4) Height of the nodéhmtree. We describe them in the following.

NP
NNP NNP
Mr- Cheung

SE E
(2) (1)

Figure 12: Example sub-tree of “Mr. Cheung” witigaiment target wordsk ; %4

Intuitively, part of speech tags are the:basic comemt of parse trees and may influence the
reordering of a node. So we take POS tags of #®riode and its child nodes into consideration.
For example, the sub-tree of “Mr. Cheung” is shawirigure 12, where the POS of this sub-tree is
NP, with child nodes POSYNP andNNP. Second, the source word of child nodes is alasedul
feature, for its potential to effect the reorderifgthe tree node. In Figure 12, the source word of
“Mr.” of the left child node is a title which oftendgers inversion. We also consider head word of
child nodes as another feature for the similarora8Ve define head words in a straightforward way.
Head word of a sub-tree is the head word of thilgiodes with the same POS tag as the sub-tree
root. If more than one child has such a POS, weshdhe right most child node. Finally, we also
select height of the node in the tree as a feaWeedefine the height of leaf word is 1. After we
calculate the height of all child nodes, the heghsub-tree is one plus the maximal tree heights o

child nodes.
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Sometimes the reordering operation of a tree nadebe attributed to combination of features.
For example, we combine features with source wefddhild (e.g. Mr.”) and POSof the right
child (e.g. ‘NNP”). In most cases of “Mr.” followed by a proper notine reordering operation is
“2 1”. We use many reasonable combinations of festin training, such as PQ&/ POS chia /
POSignt chila, Source Worgk chiia / POSight chile» €tC. We list all of our training feature combiioats

with tree nodes with of 2 or more child nodes irp&pdix A.

Since traditional CRF is a simple chain graphicaldel, we need to reformulate our tree
model into a chain model to match the CRF formattfaining data. In Figure 13, the label for
sub-tree YP (VBD PP PR) is condition on parent nod® and the three child nod®8D, PP, PP.

To change this tree model, we use a tree-to-chanoneplure. We traverse the parse tree in infix
order to obtain the infix traversal of nodes, argh$form the tree into a sequence of nodes. In
Figure 13, we show an example for turning a pamse into chain formNP S VP PP NP NP VP

PP). To compensate for the loss of information relate tree structure, we add features of child
nodes to their parent node. An example of conditioandom field training data for the parse tree is

shown in Table IlI.

The result of this final training stage is a setrek nodes, features, and reordering operations.
Recall that we preprocess the parallel corpus anootated parse tree, determining reordering
operations, and estimating the probability of rewiy operations conditioned on different feature
information. Then with the trained model, we cartoaatically reorder a parse trdé into
reordered parse trd€ whose leaf node sequence is closer to the worer andarget language. We

introduce the runtime process in the next section.
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NP

fire

oceurrgd 1N

ROOT

NP

NP VP

PP

Figure 13: Example for reformulating parse treghwabhain form

POS| Head Word |LPOS LH LW |RPOS RH RW H| RO
NP fire DT a a NN fire fire 2| 12
S fire NP fire N.A.| VP occur N.A. 6| 21
VP occur VBD occur |- NiA.f— PP in N.A. 5| 321
PP in IN in in NP | neighborhood N.A. 3| N.A.
NP Cheung NNP Mr. Mr. POS ‘s ‘s 2| 213
NP | neighborhood| NP Cheung| N.A| NN neighborhood| neighborhood [3 12
VP midnight PP in N.A. PP after N.A. 4| 321
PP after IN after after| NP midnight midnight 2 21

Table Ill : CRF training data from parse tree igufe 9.LPOS Left child POSLH: Left child head
word; LW: Left child source wordRPOS Right child POSRH: Right child head wordRW. Right
child source wordH: Tree node height on treBO. Reordering Operation

3.4 Run-Time Reordering Estimation

We obtain a CRF model for the probability of reardmeration conditioned on features. At

run-time, we applied the CRF training model to dmsrthe given sentense Our run-time process
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is shown in Figure 14.

Procedure ReorderingCorrespond (source sentence E)

ST = parser(E)

for each sub-treg; in ST

Q) ri=labelEstimate&T, F;)

(2) ST = ReorderedParseTré&X ry, ra, ... )
(3) Return TreeLeafWord(ST’)

Figure 14: Evaluating source sentences at run-time

In Step (1), we parse the given source sentenog BSiRand obtain parse treé&l. In Step (2),
for each tree node i8T, we decompose parse tr&d into sub-treer;, and determine the best
reordering operation;. Then in Step (3), we estimate the most posséiedering operation fa;
using the CRF model on the parse t&E€ and feature set fot. In Step (4), we generate a
reordered parse tré&T’ from STby applying all reorder operatiarBinally we visit the leaf node in

infix order and return the sequence of words-iixinfder.
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Chapter 4 Experimental Results

Our reordering model was designed to reorder pBraséhe parse tree with features and reordering
operations. As such, this model will be trained armdluated over a bilingual corpus. Furthermore,
since the goal of our model is to improve fluenéyhe translation, we evaluate our model based on
machine translation metrics. In this section, wstfpresent the details of training a reordering
model for the evaluation (Section 4.1). Then, $&ct.2 lists the machine translation systems that
we use in our comparison. Section 4.3 introduces @taluation metrics, BLEU, which is the

common metrics standard for machine translationiesys. Finally, we describe the test data and

evaluation results in Section 4.4.

4.1 Experimental Setup

To process the training data, we used the parseluped by Stanford University Natural Language

Processing Group_(http://nlp.stnford.edu/softwasefbarser.shimlto parse English sentences. We

also use the Giza++ Version 2 developed by Joséf @ttp://www.fjoch.com/GIZA++.htn)l to

obtain word alignment information for the trainidgta.

We used a collection of 94,622 aligned English-@eensentences for training. We obtained
these sentences from Hong Kong Parallel Corpus E)KRith some filtering results in the

parameters shown in Table IV. We kept source seetehetweemimSLerto MaxSLenwords. For

example, we consider “A fire occurred in Mr. Chelsngeighborhood after midnight” with-%&

% R £4E R HHE ZE XK as an alignment sentence from the parallel corfinerefore

we check if the length of English sentence, 9,esMeenmimSLernto maxSLenAnd we also kept
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only those sentences with most words aligned wittaaslation with a ratio higher thaminAratiq

and with an alignment rate higher than the nouresbs; or adjectives words aligned ratio
mimNVJraitio Figure 15 shows a sample parse tree. The alighmaéo for this example is 8/10
over all and 6/6 for content words. We also left the sentences with independent clauses. This
method for selecting sentences can produce marse geges, potentially including a significant
number of parse trees that are too specific to idelwacceptable. We need high accuracy and ratio
in word alignment for training, because the order éach node is determined by position of
alignment target words. If parse tree is presemt#a too many null alignment leaf, we would not
know the order in many tree nodes. Table V showsessamples of the parallel sentences after the

filtering process.

ROOT

/’//,/S\

NP VP

T

DT NN VBD rp PP

| | T T

A fire occurred  IN /,\l'\ l,‘\ 3‘1'
null Kﬁé @g_z in NP NN after NN
® 0 ‘
null NNP NNP POS  neighborhood 4 midnight
e
My Cheung s Eﬁl— ;& £F' ﬁ
‘ (©) 6)]
4 R OK

@ 3 O

Figure 15: Parse tree annotated with target wondspmsitions. Source sentence Asfire occurred

in Mr. Cheung’s neighborhood after midnigjlwith target sentence & 1 % , ks 44 5¢s

BT e BE, XXKg
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Paramter Value Description

minSLen 5 Mim. length of English sentences
maxSLen 20 | Max. length of English sentences
minAratio 0.5 | Min. alignment ratio from English words to Cage words

Min. alignment ratio with part-of-speech tag Nouverb, Adjective

minNVJAratio| 0.5
from English words to Chinese words

Table IV: Training Parameters

Date Corpora English Sentence Chinese Sentence

12/21/1999| Hong Kong News This arrangement alsdiepo
persons holding valid trave
documents of the Mainland.

IEE&%%E%%%E

MRAT R AR A A L,
08/09/2002| Hong Kong News | They will appear in Kowloor
9 7ons ey W apped SRS BRBER
City Magistrates’ Courts latq
today. -
¢ SRR,
07/25/1990 Hong Kong | This has increased the cost mor. .
Legislative Council| rapidly than-that of other publicl%m:’%)ﬁﬁiﬁﬁﬁ%ﬂ:E
services. N
fib 2 3% AR % 49 B A< 38 AN
B

06/29/1994 Hong Kong Mr. PATTEN has been sendir
Legislative Council| different signals to differen
audiences.

WEREE—EM@TE

RRBETEMNAS.

Table V: Sample sentences from the training data

For training Conditional Random Fields parameters, we used CR#aptemented by Taku

Kudo (http://crfpp.sourceforge.net/ CRF++ is a simple and customizable implement of

Conditional Random Fields for segmenting/labeling sequential Bytsubmitting our training data

and feature definition to CRF++, we can train the parametéh high accuracy. After training, we
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submit our testing data to the same tool and the most posdiels laf reordering operation for

each data will be produced.

4.2 Determine the Reordering Operations

Recall that our model starts with a source sentence, amdergbe parse tree nodes. The output of
our model is a reordered English sentence closer to the tanggtage structure. Finally, the output
sentences are submitted to a state-of-the-art phrase besmenttanslation system such as Google

Translate and Pharaoh for final translation.

Our experimental evaluation focuses on two common machamslation systems, Google
Translate and Pharaoh. We compare the results-produces bgfehele systems with or without

syntactical reordering using our model.

4.3 Testing Data and Evaluation Metrics

Machine translation systems are usually compared baseceajudiity of the translated sentence
sets. This quality is often measured using the BLEU skale¢re Papineni, etc. 2002). We are
given a set of translated target sentences with a refergentence for each source sentence in order

to calculate the BLEU score.

We select 1,000 parallel sentences from Hong Kong Corpus assthéata. Length of these
English sentences range from 5 to 20 words and sentenceg;déipendent clause are removed.

Sample of the test data is included in Appendix A.
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4.4 Evaluation Results

We report the results of the experimental evaluation usiaglétta and methodology described in
the previous section. First we report the results of compawachine translation systems and our
model. Then we present of comparing the results of using diffenachine learning method with
Conditional Random Fields and Maximal Entropy. And the resulteaitife selection differences

are presented finally.

Table VI gives the result for the baseline and reordered mwitél different machine

translation systems

Phar aoh Google

Baseline 19.97 24.67
Reordering 21.09 23.29
Gain +1.12 -1.38

Table VI: BLEU score of the baseline and reordered model

As shown in the Table VI, reordering model is able to impttreeBLEU score by 1.12 points

for the Pharaoh system, but loss 1.38 points in Google Translat

We also compare the influence of different machine learmeghod between tree-to-chain
CRF model and Maximal Entropy. In training, CRF model refersesttures of previous and
subsequence states while Maximal Entropy only refers to thentistate. Table VII shows the

result of these two methods.
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Phar aoh Google
CRF 21.09 23.29
ME 21.02 23.16
Diff 0.07 0.13

Table VII: BLEU score of Conditional Random Field and Maximatr&py

We compare the BLEU score between these two machingirigamethods. The differences

are not very notable. We also evaluated the performanca different sets of feature were used.

The results are shown in Table VIII.

Feature Pairs Pharaoh Google
POS 20.92 23.16
POS + Head Word 21.09 23.22
POS + Head Word + Source Word 21.09 23.29
POS + Head Word + Source Word + Tree Height 20.99 23.28

Table VIII: BLEU score of different features

As Table VIII shows, BLEU score improve after adding headdweature, both for Pharaoh
and Google Translate. But the addition of source word has mesedts for Pharaoh and Google

Translate. Finally, feature for tree height decrease tti& Bscore.
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Chapter 5 Conclusion and Future Work

As the results shown in Chapter Table VI, the BLEU scoiadreased by using statistical syntactic
reordering model with Pharaoh, but decreased when workingGatygle Translate. It may be the
training data we use is different from data set in Googlaslase, but the training data for Pharaoh
is the same with our statistical syntactic reordering mo#daetl Google Translate may be very
sensitive to the form of the source sentence. For exantmeresult of English sentence “the

existing provision in section 80 of the district court ordinanceotsély word” with reference

Chinese translated sentencét“’5 Z BR R 6l E OB MW B E R XA FF # &

#” is shown in Table IX. Our statistical syntactic reordeodel reorder source sentence phrases

into ordering closer to target sentence, but.in Pharaolgrdeing in translated sentence is still the
same in the source sentence. Thus the BLEU score of Phaithosyntactic reordering is higher
than using Pharaoh alone. Although the reordering of the sour@nsemnwe are given to Google
Translate is closer to the target sentence, thelatams of Google Translate is worse for some

reason. For instance, the part of “in of the” should basteded at all while Google Translate

produces fE[@” in the target sentence. Other examples of evaluatisnltee are included in

Appendix B.

In Table VII, it is shown that the difference between Ctodal Random Field and Maximal
Entropy is not significant. Our possible reason may be thatatermance of CRF and Maximal
Entropy on learning syntactical reordering not very different. Awd tree-to-chain procedure
seems not to help too much. If we can alter the tre&@mgrocedure to keep more tree structure

information of CRF may improve the BLEU score.
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Pharaoh

Google

the exist provision in section 80 of the district court ordindreéosely
Source
word .
BRMANBEXEE/NANRW B THXEOKHMAF ZE
Baseline -
Target | #t E ZF BRI W E R MW . & R E 6 R BB W E .
& Bl
BLEU 11.62 32.37
in of the district court ordinance section 80 the exist proxisie loosely
Source
word .
EERERGEHNET D |E @M KT EBK KA E L
Reordered
Target | 2 \ + W R B & X & FHRTHEHE, BRER
I -/ G 0 BB R
BLEU 28.88 40.19

Reference Target

e EREREHNEOKENBAEAKXAFTFAARR,

Table IX: The result of baseline model and our SSR model lier éxist provision in section 80 of

the district court ordinance be loosely word ” translated 1io 75 5% Pt #& %l % 80 & &Y

BEBRXAFAABRRE .

We compare the efficiency of different features in Tallle. Although the addition of head

word feature improve the BLEU score of the translatedeseets, leaf word feature is not useful for

both Pharaoh and Google Translation. In training, we experimenttd different features.

However, there are too many features combinations leading t®@ sjsarseness problem.

Furthermore, we only use 94,622 English sentences with higidpleealignment information. The

problem of data sparseness may hurt the BLEU score.
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Future research direction presents them. Currently, th@rgasource sentences we used in
evaluation are in the original order. Thus the data for wdighment and machine translation
system is not the same. If we adjust the translationemadd language model in machine
translation systems, the effectiveness of machine ttamslapproach with our reordered model
may increase. Another future research direction would be onlgeetnee nodes higher up 1. The
reordering of base phrases seems work better using the phexske-®sIT directly. We probable
should apply syntactic reordering only for global ordering, and the ofdease phrases should be

left for the underlying statistical machine translation eys.

In summary, we have introduced a method for learning synthatoadering of source
sentences that improves the translation quality when working aepbesed machine translation
system. The method involves parsing- source. sentences, detgymeirdering operation for tree
nodes, estimating probability for training data, and finally redmdethe given sentence with the
trained model. We have implemented and evaluated the meth@ppied to state-of-the-art
machine translation systems. In evaluation, 'we have shbwanh the method with machine
translation approach outperforms the underlying pure machingdteom approach. In addition, the

proposed model can integrate easily with other machine ttemskgoproach.
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Appendix A - FeaturesList

In the following table, the fieldreature No.stands for the feature number for training data and
Features Liststands for the features used in this data combination. Thesdienber means this
features refer to the position of the feature on the chaiior (@self; 1 for next state; -1 for previous

state).

Features of Conditional Random Field for Tree Nodeswith 2 or more than 4 child nodes

Feature No. FeaturesList
01 POg%
02 Head Worgl
03 PO et child, 0
04 Source Worg chid, 0
05 Head Worg: chiid, 0
06 PORight child, 0
07 Source Worggnt child, o
08 Head Wordschig, o
09 Tree Height
10 POS / POSeft child, o/ POSRight child, 0
11 POS% / POSett chid, o/ Source Worgignt child, 0
12 POS% / POSett chilg, o/ Head Worgksichii, o
13 POS / Source Worgight child, o/ POSight child, 0
14 POS / Head Worgks child, o/ POSight child, 0
15 POSett chid, o/ POSRight child, o
16 POg%/ Tree Heighy
17 POS / POSeit child, o/ POSight chilg, o/ Tree Height
18 POSett chid, o/ POSignt chilg, o/ Tree Heighy
19 POS
20 Head Word
21 PO et child, 1
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22 Source Worgt chiid, 1

23 Head Worgs chiig, 1

24 PORight child, 1

25 Source Worggnt child, 1

26 Head Worg:ichild, 1

27 Tree Height

28 POS / POSett child, 1/ POSignt child, 1

29 POS / POSeit chilg, 1/ Source Worgght chiid, 1
31 POS/ POSett chilg, 1/ Head Worgkchi, 1

31 POS§ / Source Worgignt child, 1/ POSRight child, 1
32 POS / Head Worgs child, 1/ POSRignt child, 1
33 POSett child, 1/ POSKight child, 1

34 POS/ Tree Height

35 POS/ POSett child, 1/ POSignt chilg, 1/ Tree Height
36 POSeft chid, 1/ POSight chiig, 1/ Tree Height
37 POS

38 Head Word

39 PO et child, -1

40 Source Worgs chiid, -1

41 Head Worgds chil, -1

42 PORight child, -1

43 Source Worggnt child, -1

44 Head Wordschilg, -1

45 Tree Height

46 POS, / POSett child, -1/ POSignt child, -1

47 POS, / POSett chiid, -1/ Source Worgght child, -1
48 POS / POSsett chil, -1/ Head Worgeschid, -1
49 POS / Source Worgignt chilg, -1/ POKRight child, -1
50 POS, / Head Worgs child, -1/ POSignt child, -1
52 POSett child, -1/ POSight child, -1

52 POS / Tree Height

53 POS, / POSet child, -1/ POSignt chila, -1/ Tree Height
54 POSett chiid, -1/ POSight chilg, -1/ Tree Height
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Features of Conditional Random Field for Tree Nodeswith 3 child nodes

Feature No. FeaturesList
01 POS
02 Head Word
03 Tree Height
04 POSarent
05 Head Worgkent
06 Tree Heightarent
07 POSett child
08 Source Worgs child
09 Head Worgs chil
10 Tree Height+ child
11 POSenter child
12 Source Worgknter child
13 Head WOr6enter child
14 Tree Heighdenter child
15 PORight child
16 Source Worggnt child
17 Head Worgigh: child
18 Tree Heightighichild
19 POS / PO&t child / POSenter child/ POSignt child
20 Head Word / PQx chid / POSenter chia/ POKignt child
21 POS / Head Worek chid / Head Wordenter chia/ Head Worgignt child
22 Head Word / Head Warg chila / Head Wordenter child/ Head Worgign: chiia
23 POS / Head Worgk child / POSenter child/ POignt child
24 POS / POSt child / Head Wordenter child/ POSKight child
25 POS / POStt child/ POSenter child/ Head Worgight child
26 POS / PO&t chila / Head Wordenter chi/ Head Woright child
27 POS / Head Worek child / POSenter chia/ Head Worgight chid
28 POS / Head Worygk chila / Head Wordenter chila/ POSKight child
29 POS / Head Woygh chila / Head Wordenter chils/ Head Wordign: child
30 Head Word / Head Warg chiid / PO enter chid/ POSKight child
31 Head Word/ POSe chia / Head Wordenter chid/ POSight child
32 Head Word / PQ$: child / PO%enter chid/ Head Worgignt child
33 Head Word / PQ$ chila / Head Wordenter chils/ Head Wordign: child
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34 Head Word / Head Warg child / PO enter chia/ Head Worgignt child

35 Head Word / Head Warg chila / Head Wordenter child/ POSignt child

36 Head Word / Head Warg chila / Head Wordenter chile/ Head Worgign: chiia
37 POS / Source Worgk chila / POSenter child/ POSight child

38 POS / POStt chila / Source Wor@enter chila/ POSignt child

39 POS / POSt: child / POSenter child/ Source Worggnt child

40 POS / POStt child / Source Worenter chila/ Source Worgign child

41 POS / Source Worgk child / POSenter child/ Source Worgight chiid

42 POS / Source Worgk chila / Source Woreenter child/ POSRight child

43 POS / Source Woigk chila / Source Wor€enter child/ Source Worgight chiid
44 Head Word / Source Wt chid / POSenter child/ POSignt child

45 Head Word / PQ& chila / Source Woréknter child/ POSight child

46 Head Word / PQ child / POSenter chila/ Source Worgignt child

47 Head Word / PQ&i chila / Source Worenter child/ Source Worgight child
48 Head Word / Source Watgd chid / POSenter child/ Source Worgght chiid
49 Head Word / Source Wat chiig /-Source Worenter chid/ POSKight child
50 Head Word / Source Wakg chig/ Source Worgenter child/ Source Worggnt child
51 POSarent!/ POS

52 POSarent/ Head Word

53 Head Worg,en/ POS

54 Head Worgen/ Head Word

55 POSarent/ POS / Tree Height

56 POS / POSt: child/ POSenter child/ POSignt chila/ Tree Height

57 POS / Tree Height
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Appendix B -

Samples of Results

Result Sentences

Original English

This international practice is followed in Hong Kong.

Reordered English

This international practice is followed in Hong Kong.

Original Chinese

FEBMERKAERER LIEANG E.

Original Pharaoh

E LRI AIRBRIBEREMN

=

Reordered Phar ach

E LEBR T AIRBIBRET BN

Original Google

1E BB BB Bl AR E R,

Reordered Google

EREERENAARER.

Original English

Firstly, the maintenance of the stability and prosperitiong Kong
ranks above other considerations.

Reordered English

Firstly, of of Hong Kong the stability and prosperity theimenance
ranks above other considerations.

Original Chinese

B— , MEAENERNRBERKEEN , LHAEBEREER.

Original Pharaoh

B—  HENRBENERNEERRULNER  FEN.

Reordered Phar ach

F— BENTENERNEESRIEIILNER RN,

Original Google

B-MERENBE BEFEEREMER.

Reordered Google

F— BENRENER EELZENEMRE.

Original English

All once important have collapsed.

Reordered English

All once important have collapsed.
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Original Chinese

PRAELERE—RKHN ITXHE BTk

Original Pharaoh

B KABHR.

Reordered Phar ach

B, YEEEBRE.

Original Google

—BFBEEEAIS.

Reordered Google

—BFAEEAIS.

Original English

There were 12 cases in the past 12 months.

Reordered English

There were in the past 12 months 12 cases.

Original Chinese

EBEEtT-ERARBXE 12FR,

Original Pharaoh |&MR+=-REBEM+=A,
Reordered Pharaoh |&MAEBE+—EAMNE , .
Original Google  [35& 1241, EBEm 12MEA.

Reordered Google

BHEBER 121EA 1241,

Original English

Some of these difficulties are still unresolved.

Reordered English

Some of these difficulties are still unresolved.

Original Chinese

FEWMAL, FERBENEFER,

Original Pharaoh

r'|||

S ¥ Y RIRE R A BABRIR o

Reordered Phar ach

E¥B 0 Y RIRE R A BABRIR o

r'|||

Original Google

BEREMRLIBFIER.

Reordered Google

BERENMARBBIRER.
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Original English

The average utilisation rate of each of these communily Vveries.

Reordered English

of each of these community halls The average utilisatimvaries.

Original Chinese

BEtESERF TN FEEAR,

Original Pharaoh

HFERAREN DRI , KEEHNTE.

Reordered Phar ach

FAELEHESENFHEARS , TRMN.

Original Google

FHEAR SETESERE.

Reordered Google

BE4TESENTHEARRTEMN.

Original English

- Nuclear Island civil works.

Reordered English

- Nuclear Island civil works.

Original Chinese |BBEE LRI,
Original Pharaoh  |—#&E B /Y T1E;
Reordered Pharaoh [—#%&ES /Y T 1E,
Original Google |- Bt ARIE.
Reordered Google |-#ZEXAKRIZE.

Original English

Sir, the above are my remarks.

Reordered English

Sir, the above are my remarks.

Original Chinese

ERERLE , RARELRE,

Original Pharaoh

FE UERENHER,

Reordered Phar ach

FE UEREHER,

Original Google

FERE U LRENFE.
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Reordered Google

FREEE U LREBNEE.

Original English

| will prefer the last option.

Reordered English

I will prefer the last option.

Original Chinese |RZEZER%®E.
Original Pharaoh |HRABRHNREBER,
Reordered Pharaoh |HERHNREBES.

Original Google |HKERERE.
Reordered Google |REBIZEH%.

Original English

Sir, with these remarks, | support the motion.

Reordered English

Sir, with these remarks, | support the motion.

Original Chinese

IREELE  RELRE  EHE.

Original Pharaoh

4, EIRE  XERNEER.

Reordered Phar ach

Sk, RELRE XBFRNER,

Original Google

FREEE RELRE IFERER.

Reordered Google

FREAE RELRE IFERER.

Original English

Daya Bay must be both safe and competitive.

Reordered English

Daya Bay must be both safe and competitive.

Original Chinese

REERERLEARZEXIRETS,

Original Pharaoh

ARDEBEERERLNBRE N,

Reordered Phar ach

AREBEERERZENBRFE N,
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Original Google

REBLEAREZEXEHED.

Reordered Google

REBLEAREZEXEHFD.

Original English

Over the years, Hong Kong has devoted huge amount of resources
public housing programmes.

Reordered English

Over the years, Hong Kong has on public housing programsegkliatsg
amount of resources.

Original Chinese

REIUR , ZEREELBFE LRABBEANER,

Original Pharaoh

BERF , BRERAARBERELLAFEENE. KENEE,

Reordered Phar ach

BEREF  BRALHEEABRARANER. SHEESESHEN

Original Google

ZERBECRAKRBER NHEEE

Reordered Google

ZERBENLNEREAERAXREBNER.

Original English

Localisation Sir,-l-now-turn-to.the Civil Service.

Reordered English

Localisation Sir, I-now turn to the Civil Service.

Original Chinese

ITEEE  BEREMAI LB ENEE,

Original Pharaoh

t5E4d , REEEARARLBENRE.

Reordered Phar ach

tE4s , REEEARARLBENRE,

Original Google

AL EE 4L RERBKRAR LB ENEE.

Reordered Google

i EFRE REREKRR LB ENEE.

Original English

Firstly, we are engaged in a programme of consultancy studibe of
main manufacturing industries.

Reordered English

Firstly, we are engaged in of of the main manufacturing imiesst

consultancy studies a program.
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Original Chinese

F—EFXARHETENRE T RETEBF R E.

Original Pharaoh

B, RMAEET - HEBAFRENEERETE , BFERTEL

Reordered Phar ach

B RAEETHEIERETREBWR B8, £2—.

Original Google

BARMEERSE-—ELRNBERWRHNETEREER.

Reordered Google

B EMAMEENZEIERETEBRBAMREN—ELR.

Original English

| turn now to some public finance and monetary matters.

Reordered English

| turn now to some public finance and monetary matters.

Original Chinese

ROAAER - ELHMBREMER,

Original Pharaoh

BREEXR LN AP BREMER.

Reordered Phar ach

BREERR LR AMBREMER,

Original Google

BREXR - LELAHBBNEHER.

Reordered Google

BREXR - LELHMBNSHER.

Original English

These are sufficient at present.

Reordered English

These are at present sufficient.

Original Chinese

Bal, EEREREAN.

Original Pharaoh

Reordered Phar ach

Original Google

Reordered Google

MR BRNERESN.

{aif
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Original English

Indeed, many members of the media have made this poirg to m
personally.

Reordered English

Indeed, of the media many members have to me this postrly
made.

Original Chinese

FHEREFETELTARREE AR,

Original Pharaoh

HE RZBECRHE-H , RFAA, BEN.

Reordered Phar ach

HE RZBECOREE[E , RERNBER,

Original Google

EELFZEBREHEHTE-RHEREA.

Reordered Google

EELHEBNFSREHBAREN BEET.

Original English

The answer is as simple as that.

Reordered English

The answer is as simple as that.

Original Chinese

EREREEMBE,

Original Pharaoh

ERREENR , An

Reordered Phar ach

ERRHENR , A1

Original Google

%
o
&
i
{aii

& RS

Reordered Google

i)
o
s
il
(o

& RS

Original English

In my view, the tax should be collected by equal half yaadialments

payable in arrears.

Reordered English

In my view, the tax should be by equal half yearly instals\payable in

arrears collected.

Original Chinese

BRAAEREERBFEREX , 2WMAAN , B¥FEX-K

Original Pharaoh

AR, ERETVPENHRORE . FBHRERN.
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Reordered Phar ach

BRA  BEETSHHIRNER. KRB —¥HNRE.

Original Google

ERE R B EUEH P F ¥ F 5 BB K

Reordered Google

ERERRFHEEBBFEXFoHBMNERSHHNE

Original English

This issue really deserves our deep consideration.

Reordered English

This issue really deserves our deep consideration.

Original Chinese

EEBREEEESRMRE.

Original Pharaoh

EERERESEMARAEZR.

Reordered Phar ach

ERERERESEMARAEZR.

Original Google

EEBRERESRMRE.

Reordered Google

EEBREREFSEMRE.

Original English

However, we must.act and react to our real situation.

Reordered English

However, we must act-and react to our real situation.

Original Chinese

R, RMHLARRTE , AHBERERELRIE,

Original Pharaoh

T8, RALAFERREBIEERER.

Reordered Phar ach

T8, HALAFRER DR ERERL.

Original Google

BR EMLAERINITE L BERE L RIE.

Reordered Google

BR EMALERINITE L EERE L RIE.

Original English

These actions will continue.

Reordered English

These actions will continue.

Original Chinese

LRE RS RREET,
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Original Pharaoh [[E&/TEIE#HE.

Reordered Pharaoh [E&{TEI&#E.
Original Google  [iEL4TEMHS MMBHETT.
Reordered Google [ELE1TEMAS M ABHE1T.

Original English

Any compromise will mean an infringement of one function upon the
other.

Reordered English

Any compromise will mean an infringement of one function upon thg
other.

Original Chinese

EAZBEHERIL=-FEBBIHIEE.

Original Pharaoh

FATEER—BRILNA A XS,

Reordered Phar ach

FATEeaR - ERLHA, EEF.

Original Google

EZ &R BRE R REARIThEE

Reordered Google

EAIZ i A BIRZ R EAN IR

Original English

Sir, | support the motion.

Reordered English

Sir, | support the motion.

Original Chinese

EREE  RAXERR,

Original Pharaoh

K&, RXBFERBZ

Reordered Phar ach

K&, RXBFERBZ

Original Google [|FE &4 BXIFEERR.
Reordered Google |FE&A4 BIIFEERE.
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Original English

In addition, further exemptions may be allowed by regulations madg
under clause 37.

Reordered English

In addition, further exemptions may be by under clause 37 made
regulations allowed.

Original Chinese

A, RIBIEBIE 37 RFEENRG , TEFE- TR THE,

Original Pharaoh

o EUERETHRE  REBEES =1+, &

Reordered Phar ach

A, AR RARIBE 3 7TEHRE , THR.

Original Google

HoN B AT RE R S ERT AR BIZE 37 %

Reordered Google

HoN IR ATRE R S 32 28 37 R EE Y SLFF.

Original English

Even the Tourist Association is largely financed from thelhote
accommodation tax.

Reordered English

Even the Tourist Association is largely financed from thelhote
accommodation tax.

Original Chinese

EERmiEnE  AREFEHRRRABEEEER,

Original Pharaoh

risthE R EENEEFER UK.

Reordered Phar ach

rRisthE R EENEEFER UK.

Original Google

EfER e HEBFTEREEEFER.

Reordered Google

EfER ke HERETERBEEFHER.

Original English

We have already this afternoon touched on the question ofathilsk.

Reordered English

We have already this afternoon touched on the question of afilcse ¢

Original Chinese

EETFRMACKBREFZENEE.

Original Pharaoh

ERrEentEAERHARNEBENZERR.
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Reordered Phar ach

ERrentAERHNRNBERGNRE.

Original Google

BHMERESKTFHREESFZENEE.

Reordered Google

EBRTFRMCHBEREREFRE.

Original English

Commercial crime Sir, a related subject is the prenxadeof commercial
crimes in recent years.

Reordered English

Commercial crime Sir, a related subject is of comnai@imes in recerjt
years the prevalence.

Original Chinese

IEELE  F—ERENEE , BEFAENEERRT9ERK,

Original Pharaoh

BEERLE —ER—BNEXEREBE=F , FHEBE.

Reordered Phar ach

ARERLLE  BREENEREREBEWNFNRAKE , B—1]

Original Google

HEEREL BULEBANEE REBFENERFERILF.

Reordered Google

EEERELE —EMEBAN T ER R IR FRELT.

Original English

They may be few, but deadly.

Reordered English

They may be few, but deadly.

Original Chinese

EFFOTRNBEETRABTS , BAEHD.

Original Pharaoh

TR DB, BB E.

Reordered Phar ach

MR D B, EHGE,

Original Google

T RE R D B B XD,

Reordered Google

T RE R D B B XD,

Original English

With my remarks, Sir, | support the motion.

Reordered English

With Sir, my remarks, | support the motion.
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Original Chinese

EREELE  RELRE , XEHE

Original Pharaoh

RRE  XRENRER. KL,

Reordered Phar ach

RELE  RBESIEN  BDR,

Original Google

BORAHE EXFEERR.

Reordered Google

BEELE RN RIIFERER.

Original English

Sir, the new duty structure comes into effect this afterrimyovirtue of a
Public Revenue Protection Order.

Reordered English

Sir, the new duty structure comes into effect this afterrmyovirtue of a
Public Revenue Protection Order.

Original Chinese

EREAE  RBRELAKBATHRE , FIRFHESKTFREER.

Original Pharaoh

Hit , IRERERE[BEN —BALHRWARES , RIFFTLEN,

Reordered Phar ach

Hit , IREREBEBEN —EALHRBWARES , RIFFAZEN,

Original Google

EFRAE FRFESRTFREMBE - BELHBARES.

Reordered Google

EFREAE FRFESRTFREMBE - ELHBARES.

Original English

Trade unions posed an even greater problem.

Reordered English

Trade unions an even greater problem posed.

Original Chinese

TEREEAX,

Original Pharaoh

BITBERE—EEXHEE,

Reordered Phar ach

TebBREEEANBERE,

Original Google

TeER—EEXHEE.
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Reordered Google

ITe—EEXRHNEEMER.

Original English

Blocks are regularly patrolled by uniformed estate caretakers

Reordered English

Blocks are regularly patrolled by uniformed estate caretakers

Original Chinese

A, REFRNEEESNERKER EXE,

Original Pharaoh

EMREEKEENEREES,

Reordered Phar ach

EMREEKBEENEREES,

Original Google

HMERKEEBEEEES.

Reordered Google

HWERKEEEEEES.

Original English

Government, subvented and private hospitals also provide eildr
testing.

Reordered English

Government, subvented and private hospitals also provide forgesti
facilities.

Original Chinese

BEBTER. MEBERMALRER A RERRRE,

Original Pharaoh

BB AR RARER/RF. A,

Reordered Phar ach

BUS A8 B M AL SREE BT IS IR RV R |

Original Google

U 48 B A0 A 37 B Bre th 12 (AR BRER

Reordered Google

TR R B RIAL Y7 BB th SR RIS

Original English

The authority's greater operational freedom will not redwcpublic
accountability.

Reordered English

The authority's greater operational freedom will not redwcpublic
accountability.

Original Chinese

REEHERSTEEEANEBHR , YFTRTEHLABHNEESRED
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Original Pharaoh |ZZEES€MNEESB/RIETREAE. BH.
Reordered Pharach |ZZEMEERARIETRESE. BH.

Original Google

EERNEFETAFEANBR AR HTRIBEL.

Reordered Google

EERNEFSTHAEANBH EAERIETRIVBEL.

Original English

| sympathise with their frustration and anger.

Reordered English

| sympathise with their frustration and anger.

Original Chinese

BEZRWRERER , TRERER.

Original Pharaoh

ZEEMAMHTRAER.

Reordered Phar ach

BEEAMNTRMER.

Original Google

HIFEFE R B I R BRAER.

Reordered Google

BB ERFEEM R BAER.

Original English

This is not just a matter of academic interest.

Reordered English

This is not just a matter of academic interest.

Original Chinese

RBAUFSRBZERBERHN,

(@

Original Pharaoh

EXTR—EEENRE. 2,

Reordered Phar ach

EXTR—EEENRE. B,

Original Google

ETEER— B2 ER.

Reordered Google

ETEER — B2 Eil.

Original English

We speak often on prosperity and stability.

Reordered English

We often speak on prosperity and stability.
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Original Chinese |&MIREHXRERNRERE.
Original Pharaoh [EM & ERMBELMNBE.
Reordered Pharach [RMIGERNBERMBE.

Original Google | &M EHREIHBEMBE.
Reordered Google |HRFIEEMELNBE.

Original English

Meanwhile Hong Kong once again faces the prospect of inogeas
numbers of boat people arriving on our shores.

Reordered English

Meanwhile Hong Kong once again faces the prospect of inogeasi
numbers of arriving on our shores boat people.

Original Chinese

EHHIE  FEXBEHEEUEHERHE A ENEE,

Original Pharaoh

MEEXBESHREABNARE | RAHWELNEN,

Reordered Phar ach

o NEHNEERRNREHANENRE  SETRNEE

Original Google

HItER FEBRAHARIROABRES FiniKERMANERE.

Reordered Google

HItER FEBAERNR BRESHRIBEMEFRE.

Original English

These units are regularly checked by Housing Department reaes)
staff and security guards.

Reordered English

These units are regularly by Housing Department managemdrdrsdaf
security guards checked.

Original Chinese

ZENEEABNEFEREHAKRELEN,

Original Pharaoh

t

tEVREMRENEEEEEABRREAE,

(i
I

Reordered Phar ach

.

ELBENVRHEEEEEAEBRREZAERE. EH
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Original Google

IELEE

BN EHREFEEEEASNES.

f"|||

Reordered Google

tEVERRAEEENEEASTRZAGRE.

faiif
lI53

Original English

In serious cases, this could cause permanent disability nresxanger
the life of the patient.

Reordered English

In serious cases, this could cause permanent disability nrezxanger
of the patient the life.

Original Chinese

EBRENERLT  ERERARSRE EIMSESR.

Original Pharaoh

EBEER , ETRESKAMERABRELENEFTNHEAN.

(@i

Reordered Phar ach

EMREHKAMERIEZLENHANEGN.

EBRERERE,

Original Google

EBENELT ETHSERKERE EERREDHRA

Reordered Google

EBENEAT ETHEERKERE EEREMANED.

Original English

The support given to the group by the OMELCO secretariat anegaé
adviser is also greatly appreciated.

Reordered English

given to by the OMELCO secretariat and the legal adsegroup The
support is also greatly appreciated.

Original Chinese

WA, RTEERFMABERSER ZEZBBYH NMENE,

Original Pharaoh

FHEBNRERNZEBEBGWRAD , REERMBXEN,

Reordered Phar ach

ERERNEZERBPMMEAXFEN 288 , ERENGRIEE

#Y,

Original Google

XEZEEHMEERNERERB, th XINHEE.

Reordered Google

RTMRERNEZEZRB/NMNIBERANEE.

Original English

Nevertheless, the point will be explained again by the FiahBeicretary.
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Reordered English

Nevertheless, the point will be again explained by the Fiab8ecretary.

Original Chinese

B, MHAKSBRMEER.

Original Pharaoh

T8, BER K AV RAARNEESHN,

Reordered Phar ach

7B, BER  AMERAARNVEESH.

Original Google

i, —Ht AR BRM B A A K.

Reordered Google

i, -t AR E BB A AR,

Original English

138. Meanwhile, the Administration has been examining the working
conditions and terms of service of Government doctors.

Reordered English

138. Meanwhile, the Administration has been examining the working
conditions and terms of of Government doctors service.

Original Chinese

138K , ER—EEMRBFEEN TEREMBBFERE.

Original Pharaoh

A, BUF TR IEWSEH TR FRRE IRBHBATELE 1 3 81,

Reordered Phar ach

A BURF IR ERF R B TEMRERNGERWBUFBEERRE. 1 3 8 1Y%

Original Google

138 A, B R —EE T 52 M TR R4 MRS R4, BB L.

Reordered Google

138 B2tk [5] B, BURT B A B PI B9 T AR R4 AR =X , BT B8 A5 AR 5.

Original English

With these remarks, Sir, | support the motion.

Reordered English

With Sir, these remarks, | support the motion.

Original Chinese

IEELE  RELRE  XEHE.

Original Pharaoh

BRERE 4 BRXIFERDE.

Reordered Phar ach

HILRE  XERNER. ££
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Original Google

BELREA RIIFERER.

Reordered Google

BRELE ELRE RIIFERRBR.

Original English

In the event, the final report did not differ, in substarfien the interim
report.

Reordered English

In the event, the final report did not differ, in substafen the interim
report.

Original Chinese

Hit , BRBENPHHREHAE , BE LI ERE,

Original Pharaoh

EREBNRRBELREFE , WE , HEHWERS. |

Reordered Phar ach

EREBNRBRBELREFE , £WE , HE RS, |

Original Google

EE-BH D BRNEE LHETE EERL L fh HRE.

Reordered Google

EE—BH BENEE X ETRE BEEE L ROBBE.

Original English

For the whole scene-of change is the living and working environner
Hong Kong.

Reordered English

to

For the whole scene of change is of Hong Kong the living and working

environment.

Original Chinese

AERNEERENTEREBESEREF,

Original Pharaoh

ARBEBIHUBERNEZNTERRENEE , TEN

Reordered Phar ach

AEEBANNBREBNEZTNIERER , HEN,

Original Google

RESENBUREENIFRENESE.

Reordered Google

ARESINBLR FENEENIERE.

Original English

Manpower shortage is sometimes a sign of continuing sucadbss tlaan
a symptom of failure.

Reordered English

Manpower shortage is sometimes a sign of continuing sucdass tlaan
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a symptom of failure.

Original Chinese

AFEREREHSRERTINER , MTIRENRE.

Original Pharaoh

AFERE—EXBNRERDIMIR-BERNER , BE

Reordered Phar ach

AFERE—EXBNREXDIT IR —BERNER , BE

Original Google

AFTR B RREFERN R, AR K RAVEAR.

Reordered Google

AFTR B RREFEN R, AR K RAVIER.

Original English

Questions can also be raised in the Public Accounts Coeanéhd in
this Council during question time.

Reordered English

Questions can also be during question time in the Public Accounts
Committee, and in this Council raised.

Original Chinese

BETTEBMIREZE@URELARSRRBRKE PR HBE.

Original Pharaoh

BERBAIREZEES]  XEARETEIRE , FAUESRF,

Reordered Phar ach

BERERNBFIREZEE , XEARRYE , FUEBE.

Original Google

BEGTAREIRE ZESNES L HEILNE ZSEHERE.

Reordered Google

ARG EEARE ELAHIREZEES Y HEASRE.

Original English

Clearly that would fit into existing immigration policy.

Reordered English

Clearly that would fit into existing immigration policy.

Original Chinese

EEBRRABRRNSE N ARBERRE,

Original Pharaoh

ER , FAULEEHARBER.

Reordered Phar ach

ER , TR UERHARBER.
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Original Google

BARNSENBRBIR.

Reordered Google

BEARNSEINBREBR.

Original English

131. | have dwelt at some length on the subject of inflation.

Reordered English

131. | have dwelt at on the subject of inflation some length.

Original Chinese

131 ZKRTHEZEAARBERRNEE.

Original Pharaoh

BOZ—B=1t—- BRERTRSEENEE. R,

Reordered Phar ach

—B=1— RTITEERRANEERN —LERE,

Original Google

1BIEBETLRIBEERNBEERR.

Reordered Google

1BEERTETHERBERENTIRE.

Original English

Council went into Committee.

Reordered English

Council went into Committee.

Original Chinese |AFEAZEREZRRE.
Original Pharaoh |V ZERRERZER,
Reordered Pharaoh |MEERZEESR,
Original Google |2#AZESR.
Reordered Google |2#AZER.

Original English

Talks with the nurses will continue.

Reordered English

with the nurses Talks will continue.

Original Chinese

EREEINGH TERET =

Original Pharaoh

MEENETSRE,

59




Reordered Phar ach

HELHRNSRE.

Original Google

HELHERERET .

Reordered Google

HELNESRERET .

Original English

Our simple and flexible tax system is one of the majordiitmas to man
investors in Hong Kong.

Reordered English

Our simple and flexible tax system is of to in Hong Korangninvestorg
the major attractions one.

Original Chinese

REREREIAERESE  REMEMEEMERRAY —EXERXK.

Original Pharaoh

BAMERERRFERETFNIERY RSREEEEE TE

;8

Reordered Phar ach

EMEERERRFIERECEERENTIERECR  FERSH,

Original Google

BMEENBEENRUHER - ARSI D REREEHEFENE L.

Reordered Google

EAMENBEENREHE RRTERESREEIERMEZ—

Original English

Land, capital and manpower are the three indispensable elemants
economic structure.

Reordered English

Land, capital and manpower are in an economic structurérbe t
indispensable elements.

Original Chinese

T, BE, AN, RREEBTHN=TE K R—TFT &K

Original Pharaoh

THBRBRMAIN=ZREARERESHE , — @R,

Reordered Phar ach

THERMASR—BEBEERN=HREE, i,

Original Google

T BEAMANBRT IR =EER EEBEER.
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Reordered Google

Tt EARAMANERERREEERN =BT T RRAEE.

Original English

All areas of activity of the corporation saw strong perfaro®in the pag

year.

—

Reordered English

All areas of of the corporation activity saw strong perforneainche pag

year.

=

Original Chinese

E—F | BRAFAR T ENEEBEHEHRE,

=

Original Pharaoh |ELEBN A RRA , EBE=F , ZRBENEE,
Reordered Pharach [&RAEKEBHREEBEMFHNRERTA LA/,

Original Google

—IEBREN A RAHREHERE EBEN—F.

Reordered Google

FEBENEREDHREHERERE FBEMN—F.

Original English

For this reason, | have participated actively in tleetimgs of the
OMELCO Constitutional Development Panel.

Reordered English

For this reason; | -have in:of the OMELCO Constitutional Dev@ent
Panel the meetings participated actively.

Original Chinese

FRAREERESEMAZERH R NMENEE,

Original Pharaoh

EREERR A RREZHESBNMBGEIREDE , BESEN,

Reordered Phar ach

EREERR A REEZMERFBRNRBZRESSNG SR,

Original Google

EREERRE RBREH S0 T AXSBOMEGRE/DME.

Reordered Google

At REEMBFBRR MR BEBBHE.

Original English

But they have also produced a strong sense of unity in our conymury

Reordered English

But they have also in our community produced a strong sense wf un

Original Chinese

BEELEHTEREBLSELE —FRAUNEE SR,

—
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Original Pharaoh

EefTERE-—EER-—HHE , RNV,

Reordered Phar ach

BFEEABAE —BARBUNWEZ. |

Original Google

BhEE -EARUNERE BMAHLS.

Reordered Google

BHERMWEEEE —ERANWELE.

Original English

The British Government has accepted its obligations to citizens
elsewhere.

Reordered English

The British Government has accepted its obligations to citizens
elsewhere.

Original Chinese

REBRTEHEM— BN

Original Pharaoh

REBRECEMARERTRMES, |

Reordered Phar ach

REBMFEEMAEERTRES. |

Original Google

REBMREEIHBENLIR—K.

Reordered Google

REBREEIEBBHLIRE—K.

Original English

Miss Maria TAM as a landlord.

Reordered English

Miss Maria TAM as a landlord.

Original Chinese |ERHKBEEBAREE,
Original Pharaoh |EEHKA—%F,
Reordered Pharaoh |[EEERA—%,

Original Google |fEEZRAXE.
Reordered Google |BEILkA%T.
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Farmers actually receive a subsidy for the installatiomeaitinent

Original English
rigina =ngl facilities.

_ Farmers actually receive a subsidy for the installatiomeaitinent
Reordered English tacilities

Original Chinese |BREMLES —FEBBEYEERENIER,

Original Pharaoh | PT 15K & B B/ IR IR 5 B A FRHE

Reordered Pharaoh |ffIFrEEHN EBREIWEEE BRI,

Original Google |BREMBIINHEIEARZESKEER

Reordered Google [|ERERBIEINBARRTE S KEERE.

Many potentially useful technologies are not yet being appliediin

Original English
g 9 industries.

Many potentially useful technologies are not yet being appliediin

Reordered English |. .
industries.

Original Chinese |BRZANZREXANRZEER , BAIMARATEBIERKA,

Original Pharaoh |RZRERREEE) , BEERM I , BE,

Reordered Pharaoh |RZAIRERKREEE) , BERMIE , BH5FE.

Original Google  |FFZBER ANEM I RSEIEARNITE.

Reordered Google [FFZBEERAMNEMERESEIEANITE.

| welcome the comprehensive scope of your outline of a planned fufure

iginal Engli
Original English for Hong Kong.

_ I welcome of your outline of for Hong Kong a planned future the
Reordered English ,
comprehensive scope.

Original Chinese  |ETRAZRRRAHEANERE , TELEBF K MESHREENE,

63



Original Pharaoh

BEOSVREHN—EFERE  HEEEENEE,

Reordered Phar ach

BRELETHRERBRSATENARTENEE, £2EN.

Original Google

B HEEREZRBEERR.

Reordered Google

BB RMIM W AT BN ARG ENEESE.

Original English

With these words, Sir, | support the motion.

Reordered English

With Sir, these words, | support the motion.

Original Chinese

ETFEEE  RELRE  BFHE.

Original Pharaoh

BRRE , K4 RIFERBE.

Reordered Phar ach

BERE  XFRNBER. £E

Original Google

ELERE L RIIFEHRR.

Reordered Google

BEL BLRE RIIFERBR.

Original English

These are fully accepted.

Reordered English

These are fully accepted.

Original Chinese [HAEBLER K Rx£ES,
Original Pharaoh |EXRZT£ES,
Reordered Pharaoh |[EXR X4,

Original Google |EXHRTELES
Reordered Google [ELHETLIES

Original English

And that, Sir, is not the reason for this Convention.

Reordered English

And that, Sir, is not for this Convention the reason.
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Original Chinese

R, EFEEE , BALFEFBEXLNNRRE.

Original Pharaoh

W,RRAEN, BREX/N , mEL

Reordered Pharaoh |iR , ET2HELANWER , AR %E
Original Google | E,%&4%, RFRZLANHRE.

Reordered Google

mA, e FARALHWER.

Original English

"Care in the community" is also the concept adopted in outtheal
programme for the elderly.

Reordered English

"in the community Care " is also adopted in our health prodoatne
elderly the concept.

Original Chinese

BUSHE#ITEARBE BN  THRA "HERE. B

Original Pharaoh

AR E S  ERNAAHZEANERIRESR,

Reordered Phar ach

"HERE, ERERRAEPFENRENESS  RATEX

Original Google

"HERE R -EESBEHEARRE.

Reordered Google

"HEEEREtCRBBRMANERTENEESR.

Original English

Regrettably this particular point on the relationship betwkertouncil
and the boards has never been properly addressed.

Reordered English

Regrettably on between the council and the boards the rekipahss
particular point has never been properly addressed.

Original Chinese

IEENEREERNEEZS S ABRNEREREZERE,

Original Pharaoh

A, BRIREHMERRNES , AEEN , BREW,

Reordered Phar ach

AEE R AR R S R,

R, BRRBHERN K BRRAHE
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Original Google

AEERNARENRERRIABIZERE.

Reordered Google

T BRI R B

RE-HRUABIZERE.

Original English

The law must be applied fairly.

Reordered English

The law must be fairly applied.

Original Chinese

<

EBERT.

Original Pharaoh

ZEBI AR NFH

Reordered Phar ach

RV AR T

Original Google

EEBARNR.

Reordered Google

EERMARNFIER.

Original English

This is not without reason.

Reordered English

This is not without reason.

Original Chinese |ERMERANIFEER,
Original Pharaoh |EX A RREEMA.
Reordered Pharaoh [[EXFRREEH.

Original Google |ERRAEEM
Reordered Google |iEREEEEH

Original English

SECRETARY FOR SECURITY: Sir, this of course is a veifficult area

Reordered English

FOR SECURITY: Sir, this of course SECRETARY is a veifficult area

Original Chinese

REZEAE (BX ) TEEE  ERER—AFRERFHE[E,

Original Pharaoh

IEAE  EERR—ERREN , RARE,
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Reordered Phar ach

IREELE  EERR—EREEN , RRORKRE.

Original Google

RERRR TEE

ik

REEFEERFAIEE.

Reordered Google

BERECERRER—EFEERFNEE.

Original English

(a) the rapid acceleration of demand in recent years.

Reordered English

(a) the rapid acceleration of in recent years demand.

Original Chinese

(a)iE 75 T 9 58 3RO 5 2R BRI Ao

Original Pharaoh

(—)ERSBIME , ERIEBF,

Reordered Phar ach

(D MREBENER, 2EM.

Original Google

(—) R DR T SR 5 2R,

Reordered Google

(—)EIENR,IEF RFER.

Original English

Only British nationals are entitled to British consular pcot.

Reordered English

Only British nationals-are entitled to British consular pctta.

Original Chinese

REREERT TERRERSREIL.

Original Pharaoh

BREHEERE. BB,

SO
i)
i
5>
Pl
ot

Reordered Phar ach

BREARSERE, B,

SO
o
B
5>
Pl
fut

Original Google

RERERRFZEREINESRER.

Reordered Google

RERAERFEZARBENASRER.

Original English

This misconception is based on China's lack of understantlihg o
mechanism of local politics.

Reordered English

This misconception is based on China's lack of of of Ipohtics the

mechanism understanding.
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Original Chinese

ERERERTETEBESEBBUANEE

(i

Original Pharaoh

EEFER2EREHERZFZHNEBNMETS ., BRNERE,

Reordered Phar ach

ERAUEREDEANBUAHIENERE. FHRZARMN,

(il

Original Google

BRRS RERYETERZ 7 #NEE] 5 BUA.

{ai

Reordered Google

EERME RENTHRZHE i BUAK IR

Original English

However, in spite of this scheme wages have not eased.

Reordered English

However, in spite of this scheme wages have not eased.

Original Chinese

R, BEET TR, TEA

Original Pharaoh

R, FEFETTRSZ . TIBH,

Reordered Phar ach

R, EEFFETTE R TBM.

Original Google

B, BEA IS, TEMTRERE.

Reordered Google

1B, BEAILE TEEHTREBE.

Original English

Rents have increased considerably since the last revalieatercise.

Reordered English

Rents have since the last revaluation exercise considenabiased.

Original Chinese

BREREGATRFEREMBE 2R FEHESKEELERRS

Original Pharaoh

HEERELA , ZFNEMRTHE,

Reordered Phar ach

HECHEFHEMGTERERN.

Original Google

HEBAKRES BEFEM.

Reordered Google

HEEBEFEMAKREM.
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Original English

Prevention is better than cure.

Reordered English

Prevention is better than cure.

Original Chinese |FEFTBS AR , FREH# D , HRAIE KX,
Original Pharaoh |FERAF REHAEEMN,
Reordered Pharaoh |F&RhRESAERN

Original Google | TEBHES PAAE.

Reordered Google |FEFFES A AE.

Original English

Sufficient of these just do not exist.

Reordered English

Sufficient of these just do not exist.

Original Chinese

FETEHHFENRBEL TN,

Original Pharaoh

RTEREN.

Reordered Phar aoch

RAK , RTEREN,

Original Google

R ELRIFEMN.

Reordered Google

AR EERTEEM.

Original English

These fees were last revised in 1989.

Reordered English

These fees were last in 1989 revised.

Original Chinese [iE&£WE EXBENKER—N/\AIEF,
Original Pharaoh |EXEAR —XEITRE—NAIE,
Reordered Pharaoh [E&#&MA R ERE—NANFEIT,
Original Google  [iE4cu &, £ —IXRTE 19894.
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Reordered Google

EBLER IR 1989F&5TH.

Original English

Currently, for example, we have the Provisional Hospital Autyrand
the Provisional Airport Authority.

Reordered English

Currently, for example, we have the Provisional Hospital Autjhamd
the Provisional Airport Authority.

Original Chinese

RESlFRENEREERNERESEER.

Original Pharaoh

BR, ZMNERESEREER. REMEEERARKRAIN , BT,

Reordered Phar ach

AR, RMNERSEREER. REREEERARKRAM , BUFH.

Original Google

Pl BEl R EREYRREREERNRREESEER.

Reordered Google

Pl BEl R EREYRREREERNRRESEER.

Original English

| personally do'not agree with the change to the refornpie@meal
approach.

Reordered English

| personally do'not agree:to the reform in a piecemeal approdic the
change.

Original Chinese

BREATER S EETEHINM0%.

Original Pharaoh

BEALTRER , BEXREN—@EEZ. THRAREN,

Reordered Phar ach

BEALTEREREN—EERSAREEN. BN,

Original Google

BEATRES2EAURERRALCEATHIE

Reordered Google

BEALTERAENTRHEL.

Original English

The question has nevertheless been given thorough consideratian |
Administration.

Reordered English

. hevertheless has been given thorough consideration by the
Administration The question
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Original Chinese

1B , EREHEMBEF MR,

Original Pharaoh

BER  EFEEEN. BUFRRE,

Reordered Phar ach

T8, EEFAZERNERERNEE,

Original Google

BEERECREITERT.

Reordered Google

ABERESERETEEBE

Original English

The Honourable Paul CHENG has highlighted the main issues.

Reordered English

The Honourable Paul CHENG has highlighted the main issues.

Original Chinese

RAIZECKWBEHEEIENEE,

Original Pharaoh

MR EFTRHEMN EZE[MEN

Reordered Phar ach

HeAFIZ B TR T EBE

Original Google

EREAGIth3R T T EME.

Reordered Google

EREAGIth 3R T T EME.

Original English

A White Bill was published for public discussion on 6 March 1990.

Reordered English

A White Bill was March 1990 for public discussion on 6 published.

Original Chinese

BIEFRHAIERER—NANBE=AANAER , UHELRFTW.

Original Pharaoh

—BEFIERRLAETRSWER. =8 )

Reordered Phar ach

—BRPIERR=A , ATREFWATIZ,

Original Google

AR ERME N R ¥ 1990 3 A 6 H.

Reordered Google

HIEEHIERE R 1990F 3 A Bt 6 A AR
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