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Overview

(1) Recap unweighted finite automata
and transducers

(2) Extend to probabilistic weighted
automata/transducers

(3) See how these can be used in
natural language applications + a brief
look at speech applications



RE: anatomy of a FSA

Regular expression

L=ab*c Formal definition

I ———

Q=1{0,1,2} (set of states)
> = {a,b,c} (alphabet)

| qo =0 (1in1tial state)
Graph representation F= (21 (set of final states)
b 5(0,2) = 1, 8(1,b) = 1, 8(1,¢) =2

-

6 a 0 C @ (transition function)

defines a set of strings



RE: anatomy of an FST

Formal definition

Graph representation

Q=1{0,1,2,3} (set of states)

> ={a,b,c,d} (alphabet)

qo =10 (initial state)
F=1{0,1,2} (setof final states)
0  (transition function)

string-to-string mapping



RE: composition

NEG+possiblet+ity+NOUN+PLURAL

intpossible+ity+s

[ v =5 J

im+possibletity+s

im+possibility+s

| ]

impossibilities

NEG+possible+ity+tNOUN+P

LURAL

~N

impossibilities



Orthographic vs. phonetic representation

NEG+possiblet+ity+NOUN+PLURAL
NEG+possible+ity+NOUN+PLURAL

~N

intpossible+ity+s

im+possibletity+s

impossibilities
e |

[ImpdsablIlatis] [ImpdsablIlatis]




Noisy channel models

noisy

\

guess at
SOURCE S WOrd—— - ~ \S—_~word DECODE> original
W word
NOISY CHANNEL

A general framework for thinking about
spell checking, speech recognition, and
other problems that involve decoding in
probabilistic models

Similar problem to morphology
‘decoding’



Example: spell checking

guess at
original
word

Problem form

w = argmax P(w|O)
weV



Noisy channel models

SOUR

guess at
PER > original
word

Problem form

w = argmax P(w|O)
weV

P(y|x)P(x)
P(y)

P(x|y) = (Bayes’ Rule)



Noisy channel models

noisy
~~/ ~—>word  PECODER

uess at
SOURC> word—— - =" original
W word
NOISY CHANNEL

Problem form

w = argmax P(w|O)
weV

] P(O|w)P(w)
w = argmax
weV P(O)




Noisy channel models

_—

N noisy guess at
SOURC> word—— s ~  >——>Tword PFCODER ) griginal
W word
NOISY CHANNEL

Problem form
language model

w = argmax P(w|O)
weV

P(O\w)P
W = argmax O1w)Pw) = argmax P(O|w) P(w)

wevV P (0) wevV
likelihood prior \
——

w = aremax P(O|w) P(w
v%ev (Ow)  P(w) error model




Decoding

NEG+possiblet+ity+NOUN+PLURAL

intpossible+ity+s

<n:m>

==

OW
© &)

im+possibletity+s

im+possibility+s

| ]

impossibilities

impossibility

NOISY CHANNEL

iImpssblity




Decoding

NEG+possible+ity+NOUN+PLURAL

-

non-probabilistic
changes

Morphology/
phonology

~N

impossibilities

decode

A

impossibility

-

probabilistic
changes (errors)

NOISY CHANNEL

impssblity



Decoding/speech processing

NEG+possible+ity+NOUN+PLURAL

-

\_

non-probabilistic
changes

Morphology/
phonology

~N

impossibilities

decode

A

-

probabilistic
changes
///\\\//;




Probabilistic automata

Intuition

a /0.16 Q av /1 ‘
ws (@)

9/0.

/0.84 3 b1 a av/l

define probability distributions over
strings

symbols have transition probabilities
states have final/halting probabilities
probabilities are multiplied along paths
probabilities are summed for several
parallel paths




Probabilistic automata

Intuition

G /0.16 a av /1
t/0.4
205 5 b/l e av/l

p(|obaut]) =0.336 (0.84 x 1 x 1 x 0.4 x 1)
p([ebau]) =0.504 (0.84 x 1 x 1 x 0.6)
p(|bavt]) =0.064 (0.16 x 1 x 0.4 x 1)
p([bau]) =0.096 (0.16 x 1 x 0.6)




Aside: HMMs and prob. automata

Are equivalent (though automata may be more compact)

0.04 0.36 0.04 0.36

0.1




Probabilistic automata

from probabilistic to weighted

As always, we would prefer using(negative) logprobs, since this makes
calculations easier:

-log(0.16) = 1.8326
-log(0.84) = 0.1744
-log(1) = 0
-log(0) = =

Since the more probable is now numerically smaller, we call them weights



Semirings

A semiring (K, ®,®,0,1) = a ring that may lack negation.

e Sum: to compute the weight of a sequence (sum of the weights of the paths

labeled with that sequence).

e Product: to compute the weight of a path (product of the weights of con-

stituent transitions).

SEMIRING SET & |®| 0 |1
Boolean {0,1} V A 0 1
Probability R4 + X 0 1
Log RU{—00,+00} | @rog | + | +oo | O
Tropical RU{—00,+00} | min | + | 400 | O
String XU} A 0o | €

@Piog is defined by: z@1gy = —log(e™ " +eY) and A is longest common prefix.

The string semiring is a left semiring.

G
S

1 =

S
0 =0



Semirings

Probability semiring (R4, 4+, x,0,1) | Tropical semiring (R U {oo}, min, 4+, 0o, 0)

[A](ab) = 14 [A](ab) =4
(I1x1x242x3x2=14) (min(1+1+2,34+2+2)=4)




Formal definition

A= (Z,Q,\6,0,p,1,F)
e (2,0),0,1,F) is an automaton,
e Initial output function A,
e Qutput function o: ) X 2 X ) — I,
e Final output function p,

e Function f : £* — (K, +, ) associated with A:

Vu € Dom(f), f(u) = > (A(2) - o(i,u,q) - p(q)).

(1,9)€Ix(8(i,u)NF)



Weighted transducers

Intuition

b:bow/0.15 ° av:e/1

b:about/0.15 a av:g/l
a b:bout/0.1 te/0.4
5 b:e/1 3 av:e/l
9:about/0.6




Weighted transducers

Semirings

Probability semiring (R4, +, xX,0,1) | Tropical semiring (R4 U {oo}, min, +, 0o, 0)

[T](ab,r) = 16 [T](ab,r) =5
(I1x2x2+3x2x2=16) (min(14+2+2,34+2+2) =5)




Weighted transducers

Formal definition

T=(2,A0Q,0,0,1,F)
e Finite alphabets X and A,
e Finite set of states (),
e Transition function é: Q x = — 29,
e Output functiono: ) X 2 x () — X*,
o [ C () set of initial states,
o [ C () set of final states.

T defines a relation:

R(T)={(u,v) € (=):ve | ) o uq)}
qe(6(I,u)NF)



Operations on weighted automata




Booleans

Union: Example




Composition

X
y ToU
Z



Composition

X
v ToU
Z

Multiplicative ~ p(y|x) p(zl|y)



Composition

A @ a:a/3 @ b:e/l @ ce/d @ d:d/2
B @ a:d/5 @ g:e/7 @ d:a/6

a:d/15 b:e/7 c:e/4 d:a/12
(2,2)
AoB . . < > . ‘




Determinization

leave/44 .4

leave/61.9

Detroit/110

leave/64.6

Detroit/109

leaves/50.7

flight/72.4 leave/68.9

leave/82.1 Detroit/91.9

leave/45.8 Detroit/91.6

flights/61.8

which/69.9

Detroit/88.5

leave/47 .4

(£ )
°1 leave/70.9 |°
flights/50.2 " leaves/34.6 V
flights/88.2 \ |
I

1

Detroit/103

which/81.6
Detroit/102

which/72.9 Detroit/99.1

Detroit/106

flight/45.4

leave/54 .4 Detroit/102

flights/83.8

Detroit/99.7

flights/83.4 leaves/67.6

Detroit/99 .4

leaves/60.4

Detroit/96.3

leave/73.6

leave/37.3

leave/41.9

Language model: | 6 states, 53 transitions



Determinization

flights/53.1 _( 2 leaves/62.3 Detroit/105

0 which/69.9
flight/53.2 Detroit/105
3 leave/63.6
leaves/67.6 Detroit/101

leave/64.6 G Detroit/103

Same language model: 9 states, | | transitions



Minimization

by weight pushing




Projection

@ a:d/5 _@ g:e/7 _@ d:a/6

Trivial: just delete at in/out labels



Example application

probabilistic spell checking

cat/0.001 cat/0.000035
> 4 p
Language model p(W)
cat/0.00| >
Error model p(O|w)
’ N J

cxat/0.000035 cxat/0.000035



Example application

constructing p(w) and p(O]w)

p(w) can be a n-gram language model
converted to a transducer, easily estimated from data

P(O|w) is much more difficult

¢¢_ %)

What's the probability of confusing “a” with “z”

s this word-dependent? Context-dependent!?



Example application

Example unigram language model (in
Kleene* weighted FST language)

$LM = ( the<3.3123733563043>
you<3.40834334278697>
i<3.47764362842074>|
a<3.62151061674717>
t0<3.74035111367985> @4
and<4.12455498051775>—
0f<4.2521768299548>|

N\

Unigram model from The Simpsons word frequency list
(http://pastebin.com/anKcMdvk)

http://www.kleene-lang.org/



http://www.kleene-lang.org/

Example application

$EM = ( $rep<0.0> | $ins<1.0> | $del<1.0> |
$chg<1.0> )*;

Simple error model (insertion/deletion/replacements have a weight of one)

$corr = $”shortestPath( (cxat) o $EM o $LM );
T

e
“argmax’ composition



Example application

$EM = ( $rep<0.0> | $ins<1.0> | $del<1.0> |
$chg<1.0> )*;

Simple error model (insertion/deletion/replacements have a weight of one)

$corr = $”shortestPath( (cxat) o $EM o $LM); = cat
T

e
“argmax’ composition



Example application

$EM = ( $rep<0.0> | $ins<1.0> | $del<1.0> |
$chg<1.0> )*;

Simple error model (insertion/deletion/replacements have a weight of one)

$corr = $”shortestPath( (cxat) o $EM o $LM); = cat
T

e
“argmax’ composition

What about ‘home’? Does that get corrected and how!



Speech recognition

Noisy channel model for ASR

source
sentence

If music be the
food of love... —

noisy
sentence

NOISY CHANNEL

guess at
original
sentence

If music be the
food of love...

DECODER

7Alice was beginning to get.)
7Every happy family...

7In a hole in the ground...
?11 music be the 1ood of love...

?1f music be the foot of dove..




ASR birds-eye view

speech recognition

Feature Extracton | [1f]/0.000| if/0.000034 if/0.0000045

VVVVVVVVV

. | O A |—m D |—m M

eature 1
Vectors | Observations phones WOI‘dS

e Recognition from observations 0 by composition:

| 1 ifs=o
— Observations: O(s,s) =
O otherwise

— Acoustic-phone transducer: A(a,p) = P(a|p)
— Pronunciation dictionary: D(p,w) = P(p|w)
— Language model: M (w,w) = P(w)

e Recognition: W = argmax(Q o Ao D o M)(o,w)

W



Slightly more detail

e (uantized observations:

e Phone model A, : observations — phones
01 8/P01(l) 0;: 8/P12(l)>@ €:Tt/pof C

0;: 8/lPoo(l) 0;:8/p11(7) 0;: 8/1922(1)

Acoustic transducer: A = (3" _A,)"

e Word pronunciations Dy, : phones — words

de/1 ey:e/ 4 dX /.8 QaX "data"
ae:€e/.6 %




