
Objective

Divide all phonemes/character types in a corpus into two sets S’ and S’’ such 
that an alternation-counting objective function is maximized.

This is motivated by the Obligatory Contour Principle in phonology which 
says that globally, “similarity” is avoided between adjactent segments (and 
tiers), particularly as regards place of articulation, and tone

Example corpus = abracadabra

abracadabra
abracadabra
abracadabra

Result: S′ = {a} S′′ = {b,c,d,r}

Top-level algorithm (Simulated annealing)

1. Randomly divide the set S into S′ and S′′
2. Draw an integer p from Uniform(1 .. K), where K depends on a cooling 

schedule
3. Swap p random segments between S′ and S′′
4. If corpus score is higher after swap, keep swap else discard swap. Go to (2).

• Tier-based algorithm is very robust in splitting along 
[+coronal]/[-coronal] in second split:
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Language Source Sample

Arapaho (Cowell and Moss Sr, 2008) towohei hiiTetiP tohnookeP tootheiPeihoo . . .

Basque Wikipedia + g2p meSikoko iriburuko espetSe batean sartu zuten eta meSiko . . .

English (Brent and Cartwright, 1996) ju want tu si D@ bUk lUk DErz @ bOI wID hIz hæt . . .
Finnish (Aho, 1884) + g2p vai oli eilen kolmekymmentæ kotoapæinkø se matti ajelee . . .

Hawaiian Wikipedia + g2p Po ka Pōlelo hawaiPi ka Pōlelo makuahine a ka poPe maoli . . .
Hungarian (Gervain and Erra, 2012) idZ nintS j6j dE tSEtSE hol 6 montSik6 hol v6n 6 montSi itt 6 . . .

Italian Wikipedia + g2p tSitta eterna kon abitanti e il komune piu popoloso ditalia . . .

Polish (Boruta and Jastrzebska, 2012) gd̋ ie jest bartuC gd̋ ie jest ñe ma xod̋ tu a kuku µo xovaS . . .
Spanish (Taulé et al., 2008) + g2p un akueRdo entRe la patRonal i los sindikatos fRanTeses sobRe . . .

Table 1: The data used for the phonemic clustering experiment, with sources indicated and a sample.

found. Both the non-tier algorithm and the tier-
based algorithm is evaluated.

In the second experiment, the capacity of the
algorithm to distinguish between consonants and
vowels is evaluated, this time with graphemic data.
To separate consonants from vowels—the most
significant dimension of alternation between ad-
jacent segments—the algorithm is run only for the
top-level split, and it is assumed that the top two
subsets will represent the consonants and vow-
els. Here, the results are compared with those of
Kim and Snyder (2013), who train a hierarchical
Bayesian model to perform this distinction over all
the 503 languages at the same time. Sukhotin’s al-
gorithm is also used as another baseline.

In the third experiment, the capacity to distin-
guish consonants and vowels in graphemic data in
the form of word lists—i.e. where no frequency
data is known—is evaluated compared against
Sukhotin’s algorithm.

4.1 Phonemic splitting

Nine languages from a diverse set of sources were
used for this experiment (see Table 1). Some
of the language data were already represented as
phonemes (English, Hungarian, and Polish), while
for the others, which have close-to-phonemic writ-
ing systems, a number of grapheme-to-phoneme
(g2p) rules were created manually to convert the
data into an International Phonetic Alphabet (IPA)
representation. The conversion was on the level of
the phoneme—actual allophones (such as /n/ be-
ing velarized to [N] before /k/ in most languages or
/d/ being pronounced [D] intervocalically in Span-
ish) were not modeled. Table 1 summarizes the
data and gives a sample of each corpus.

For this data, the clustering algorithm was run
as described above and each split was annotated
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Figure 2: Resulting Finnish clusters with manual
annotation of the distinctive feature splits.

with information about whether the split could be
defined in terms of a single distinctive feature.
Figure 2 shows the output of such a tree produced
by the algorithm, with manual feature annotations.

The percentage of correctly identified top-level
splits (which are syllabic/non-syllabic segments)
is also given, together with the corresponding
results from Sukhotin’s C/V-inference algorithm,
and Moler & Morrison’s SVD-based algorithm.

4.2 C/V distinction in Bible translations
This experiment relies on word lists and fre-
quency counts from Bible translations covering
503 distinct languages. Of these, 476 use a Latin
alphabet, 26 a Cyrillic alphabet, and one uses
Greek. The data covers a large number of lan-
guage groups, and has been used before by Kim
and Snyder (2013) to evaluate accuracy in unsu-
pervised C/V-distinction.

The algorithms were evaluated in two different
ways: one, on a task where each C and V set is
inferred separately for each language, and two, in

Finnish

Symbol Class Comments
 
s         V      Macedonian, only occurs four times. 
ь         V      Cyrillic soft sign (neither vowel not consonant). 
ѳ         V      Cyrillic; error, should be CYRILLIC SMALL LETTER BARRED O, a vowel. 
|         V      Halh Mongolian, incorrect words in corpus. 
й         C      Cyrillic, corresponds to the palatal approximant /j/, incorrect in gold. 
ї         C      Ukrainian iotated vowel sounds /ji/, unclear if vowel or consonant. 
ǒ         C      Bantu languages: high tone/long vowel in Bantu languages.  

Table 5: The only misclassified segments in the 503-Bible test. The column Class gives this ‘incorrect’
classification of the OCP algorithm. Most of these are errors in the data/gold standard. Only the Cyrillic
s which occurs four times in the data (always adjacent to other consonants) and the ǒ-symbol are actually
incorrect.

/u/ (left) are also separated from the non-high vow-
els (right) /a/, /o/, and /e/ (the Cyrillic soft sign also
falls in this group). Sukhotin’s algorithm, which
only infers the consonants and vowels, makes one
more mistake than the current algorithm.

7 Identifying coronal segments with the
tier-based variant

Although the only really robust pattern reliably
discovered by the algorithm is the distinction be-
tween consonants and vowels, there are strong pat-
terns within some of the clusters that appear to
be cross-linguistically constant, specifically with
the tier-based variant. The first is that, when-
ever a five-vowel system is present (such as in
Basque, Spanish, and Italian), after the topmost
split which divides up the vowels and the conso-
nants, the first split within the vowel group is al-
most always {a, o, u} and {e, i}. A second pat-
tern concerns coronal segments. The first split
within the consonant group tends to divide the seg-
ments into coronal/non-coronal segments. This
is not an absolute trend, but happens far above
chance. This is also true when running the algo-
rithm on graphemic data, where coronals can be
identified. Table 6 gives an overview of how cross-
linguistically coherent the resulting first consonant
splits are. The data set is a selection of 14 lan-
guages from the Universal Dependencies 2.0 data
(Nivre et al., 2017).

8 Conclusion & future work

This paper has reported on a simple algorithm
that rests on the assumption that languages tend
to exhibit hierarchical alternation in adjacent
phonemes. While such alternation does not always
occur for any individual adjacent segment pair, on

Language Second Consonant Group #C

Basque (c) l n (ñ) r s x z 21

Catalan l n r s x z 22

Irish d l n r s 13

Dutch h l n r x z 19

Estonian h l n r s 16

Finnish h l n r s (š) (x) (z) 21

German j l n r s x z 21

Indonesian l n r s z 20

Italian h l n r s (y) 21

Latin d h l n r s 16

Latvian č j ķ l ļ n ņ r s z ž 24

Lithuanian j l n r s š z ž 19

Portuguese ç j l n (ñ) r s x 24

Slovak c ď j l ľ n ň r s š z ž 26

Table 6: The second consonant grouping found us-
ing the tier-based OCP algorithm. This is the split
below the top-level consonant/vowel split. The
characters in this set largely correspond to coro-
nal sounds. The data comes from 14 languages in
the Universal Dependencies 2.0 data set. Shown in
parentheses are symbols outside the native orthog-
raphy of the language (most likely from named en-
tities and borrowings found in the corpora). The
rightmost column shows the total number of iden-
tified consonants in the language. In particular, l,
n, and r are always in this set, while s is nearly
always present.

(bad split, 2 alternations)
(better split, 6 alternations)
(best split, 8 alternations)

a b c d r
a b c d r

b c d r

Result

a
b c d r
b c d r

a b c d r
Result

After the optimal top-level split is found as above, we can proceed 
resursively by either splitting on the residue, or dividing the corpus 
into two new subcorpora (tiers) and proceed. This gives us two 
variants of the main algorithm:

Recursion & Example

Language Source Sample

Arapaho (Cowell and Moss Sr, 2008) towohei hiiTetiP tohnookeP tootheiPeihoo . . .

Basque Wikipedia + g2p meSikoko iriburuko espetSe batean sartu zuten eta meSiko . . .

English (Brent and Cartwright, 1996) ju want tu si D@ bUk lUk DErz @ bOI wID hIz hæt . . .
Finnish (Aho, 1884) + g2p vai oli eilen kolmekymmentæ kotoapæinkø se matti ajelee . . .

Hawaiian Wikipedia + g2p Po ka Pōlelo hawaiPi ka Pōlelo makuahine a ka poPe maoli . . .
Hungarian (Gervain and Erra, 2012) idZ nintS j6j dE tSEtSE hol 6 montSik6 hol v6n 6 montSi itt 6 . . .

Italian Wikipedia + g2p tSitta eterna kon abitanti e il komune piu popoloso ditalia . . .

Polish (Boruta and Jastrzebska, 2012) gd̋ ie jest bartuC gd̋ ie jest ñe ma xod̋ tu a kuku µo xovaS . . .
Spanish (Taulé et al., 2008) + g2p un akueRdo entRe la patRonal i los sindikatos fRanTeses sobRe . . .

Table 1: The data used for the phonemic clustering experiment, with sources indicated and a sample.

found. Both the non-tier algorithm and the tier-
based algorithm is evaluated.

In the second experiment, the capacity of the
algorithm to distinguish between consonants and
vowels is evaluated, this time with graphemic data.
To separate consonants from vowels—the most
significant dimension of alternation between ad-
jacent segments—the algorithm is run only for the
top-level split, and it is assumed that the top two
subsets will represent the consonants and vow-
els. Here, the results are compared with those of
Kim and Snyder (2013), who train a hierarchical
Bayesian model to perform this distinction over all
the 503 languages at the same time. Sukhotin’s al-
gorithm is also used as another baseline.

In the third experiment, the capacity to distin-
guish consonants and vowels in graphemic data in
the form of word lists—i.e. where no frequency
data is known—is evaluated compared against
Sukhotin’s algorithm.

4.1 Phonemic splitting

Nine languages from a diverse set of sources were
used for this experiment (see Table 1). Some
of the language data were already represented as
phonemes (English, Hungarian, and Polish), while
for the others, which have close-to-phonemic writ-
ing systems, a number of grapheme-to-phoneme
(g2p) rules were created manually to convert the
data into an International Phonetic Alphabet (IPA)
representation. The conversion was on the level of
the phoneme—actual allophones (such as /n/ be-
ing velarized to [N] before /k/ in most languages or
/d/ being pronounced [D] intervocalically in Span-
ish) were not modeled. Table 1 summarizes the
data and gives a sample of each corpus.

For this data, the clustering algorithm was run
as described above and each split was annotated
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Figure 2: Resulting Finnish clusters with manual
annotation of the distinctive feature splits.

with information about whether the split could be
defined in terms of a single distinctive feature.
Figure 2 shows the output of such a tree produced
by the algorithm, with manual feature annotations.

The percentage of correctly identified top-level
splits (which are syllabic/non-syllabic segments)
is also given, together with the corresponding
results from Sukhotin’s C/V-inference algorithm,
and Moler & Morrison’s SVD-based algorithm.

4.2 C/V distinction in Bible translations
This experiment relies on word lists and fre-
quency counts from Bible translations covering
503 distinct languages. Of these, 476 use a Latin
alphabet, 26 a Cyrillic alphabet, and one uses
Greek. The data covers a large number of lan-
guage groups, and has been used before by Kim
and Snyder (2013) to evaluate accuracy in unsu-
pervised C/V-distinction.

The algorithms were evaluated in two different
ways: one, on a task where each C and V set is
inferred separately for each language, and two, in

Phonemic Experiment (I)

Language Splits Splits C/V C/V C/V Inventory
OCP OCP(tier) (OCP) (Sukh.) (M&M) size

Arapaho 9/14 (62.29) 11/15 (73.34) 100.0 100.0 100.0 16
Basque 8/14 (57.14) 16/20 (80.00) 100.0 100.0 100.0 21
English 3/12 (25.00) 15/25 (60.00) 100.0 21.62 94.59 37
Finnish 14/16 (87.50) 17/19 (89.47) 100.0 100.0 100.0 20
Hawaiian 4/5 (80.00) 8/12 (66.67) 100.0 100.0 92.30 13
Hungarian 10/20 (50.00) 21/31 (67.74) 100.0 96.97 100.0 33
Italian 7/11 (63.64) 15/20 (75.00) 100.0 100.0 100.0 22
Polish 10/21 (47.61) 23/33 (69.70) 100.0 100.0 97.30 37
Spanish 10/15 (66.67) 16/21 (76.19) 100.0 100.0 100.0 22

Table 2: Phonemic data: fraction of cluster splits that go exactly along single distinctive features (Splits
with OCP/OCP (tier)), together with percentage. Also given are C/V-distinction accuracy (per type) for
the OCP algorithm (OCP), Sukhotin’s algorithm (Sukh.), Moler and Morrison’s algorithm (M&M).

OCP Sukhotin M&M K&S

Individual Type 95.10 92.50 94.15 �
Token 96.55 93.65 95.59 95.99

All Type 96.43 96.43 89.79 �
Token 99.89 99.89 99.79 98.55

Table 3: Results on the 503-language Bible trans-
lations on consonant-vowel distinction. Both type
and token accuracy are included. The Individ-
ual column shows the macro-averaged results on
running all languages individually, and the All-
column shows the results of running all data at
once. Here, ‘OCP’ is the current algorithm;
‘Sukhotin’ is Sukhotin’s algorithm, ‘M&M’ is the
SVD-method in Moler & Morrison (1983), and
‘K&S’ is the method given in Kim & Snyder
(2013).

where the OCP algorithm misclassifies one sym-
bol less (see Figure 4).

6 Application to text fragments: the
arrow of the gods

Given that the algorithm performs very well
on consonant-vowel distinctions and groups seg-
ments along distinctive features better with small
alphabets, an additional experiment was per-
formed on a small manuscript to get a glimpse of
potential application to cryptography and the de-
cipherment of substitution ciphers. In this experi-
ment, the writing system is known to be alphabetic
(in fact Cyrillic), and the purpose is to examine the
clustering induced by so little available data.

Language OCP Sukhotin M&M

Arabic 1/40 (97.50) 1/40 (97.50) 1/40 (97.50)
Finnish 0/31 (100.0) 0/31 (100.0) 0/31 (100.0)
Georgian 1/33 (96.97) 1/33 (96.97) 0/33 (100.0)
German 1/30 (96.67) 1/30 (96.67) 2/30 (93.33)
Hungarian 1/33 (96.97) 1/33 (96.97) 1/33 (96.97)
Maltese 2/30 (93.33) 2/30 (93.33) 0/30 (100.0)
Navajo 2/30 (93.33) 3/30 (90.00) 1/30 (96.67)
Russian 0/34 (100.0) 0/34 (100.0) 2/34 (94.12)
Spanish 0/33 (100.0) 0/33 (100.0) 2/33 (93.94)
Turkish 0/34 (100.0) 0/34 (100.0) 0/34 (100.0)

Average 97.48 97.14 97.25

Table 4: Per type accuracy on C/V-distinction on
word lists. Listed are the number of misclassifica-
tions, and the accuracy per type.

The birch bark letter number 292 found in 1957
in excavations in Novgorod, Russia, is the oldest
known document in a Finnic language (Karelian),
stemming most likely from the early 13th century
(Haavio, 1964). The document consists of only
54 symbols, written in Cyrillic.3 The clustering
method (see Figure 4) identifies the vowels and
consonants, except for the grapheme y (/u/). This
is probably because the short manuscript renders
the word nuoli (Latinized form) ‘arrow’ inconsis-
tently in three different ways, with Cyrillic y = /u/
occurring in different places, making the segment
difficult for the algorithm. The high vowels /i/ and

3The exact translation of the contents is a matter of dis-
pute; the first translation given by Yuri Yeliseyev in 1959
reads as follows (Haavio, 1964): God’s arrow ten [is] your
name // This arrow is God’s own // [The] God directs judg-
ment.

• Corpora from nine languages are featured (phonemic data)
• Measure how often resulting splits are describable by a single distinctive 

feature (both residue and tier-based methods)
• Separately see if top-level split is always consonants/vowels
• Compare against other algorithms for unsupervised discovery of C/V

Results (I)

Example splits (I - residue method)

a task where all languages’ consonants and vowels
are learned at once, as if the corpus were one lan-
guage, for clearer comparison with earlier work.
Both token-level accuracy and type-level accuracy
are given, again, for comparability reasons. For
this data set, Sukhotin’s C/V-algorithm and Moler
& Morrison’s algorithm were used as baselines in
addition to the results of Kim and Snyder (2013).

4.3 C/V-distinction with word lists

An additional experiment evaluates the al-
gorithm’s capacity to perform C/V-distinction
against Sukhotin’s algorithm on a data set of 10
morphologically complex languages where lists of
inflected forms were taken from the ACL SIGMOR-
PHON shared task data (Cotterell et al., 2016). In
this case, we have no knowledge of the frequency
of the forms given, but need to rely only on type
information. The Arabic data was transliterated
into a latinate alphabet (by DIN 31635), with vow-
els marked. For the other languages, the native al-
phabet was used. Per-type accuracy is reported.

5 Results

On the first task, which uses phonemic data,
consonant/vowel distinction accuracy is 100%
throughout (see Table 2). Sukhotin’s algorithm
also performs very well in all except two lan-
guages. English, in particular, is a surprising out-
lier, with Sukhotin’s algorithm only classifying
21.62% correctly. This is probably due to there
existing a proportionately large number of syllabic
phonemes in English (13/37). Moler & Morrison’s
algorithm has less than perfect accuracy in three
languages. There is great variation in the OCP
algorithm’s capacity to produce splits that coin-
cide with phonological features in both the tier-
based and non-tier variants. Roughly speaking,
the larger the phoneme inventory, the less likely it
is for the splits to align themselves in accordance
with phonological features. Also, since the tier-
based variant naturally leads to more splits, the
figures appear higher since splits in lower levels of
the tree, which contain few phonemes, can almost
always be done along distinctive feature lines. The
depth of the induced tree also correlates with the
variety of syllable types permitted in the language.
An extreme example of this is Hawaiian (Figure
3), which only permits V and CV syllables, yield-
ing a very shallow tree where no consonants are
split beyond the first level. English and Polish lie

a e h i k l m n o p u w ʔ

h k l m n p w ʔa e i o u

e i u

e ui a o

e u

a o

Figure 3: Hawaiian clusters reveal a predomi-
nantly CV/V syllable type since the non-syllabic
branch of the tree is shallow.

at the other extreme, with 37 splits each. This cir-
cumstance may perhaps be further leveraged to in-
fer syllable types from unknown scripts.

On the C/V inference task for 503 languages,
the OCP algorithm outperforms Sukhotin’s algo-
rithm and Kim and Snyder (2013) (K&S) when
each language is inspected individually (see Fig-
ure 3). However, for the case where we learn all
distinctions at once, the OCP algorithm produces
an identical result with Sukhotin. Here the token
level accuracy also exceeds K&S with 99.89 vs.
98.55.

The already high accuracy rate of the OCP algo-
rithm on the Bible translation data is probably in
reality even higher, especially when all languages
are inspected at the same time. Out of the 343
grapheme types, OCP and Sukhotin only misclas-
sify 7, and upon closer manual inspection, it is
found that only two of these are bona fide errors.
Five are errors in the gold standard—all in the
Cyrillic-based data (see Table 5 for an overview
of the errors in the gold standard or the classifica-
tions). The first actual error, Cyrillic s, only occurs
in five word types in the entire corpus, and is al-
ways surrounded by other consonants. The other
error, ǒ, is more difficult to interpret—it occurs
in three typologically different languages: Akoose
(bss), Northern Grebo (gbo), and Peñoles Mixtec
(mil).

On the third task, where only word lists are
available from grapheme classification into C/V,
the OCP algorithm performs equally to Sukhotin’s
algorithm, except for one language (Navajo),

Hawaiian

C/V distinctions (II)

• Evaluate ability to infer C/V (syllabic/non-syllabic) 
distinctions from graphemic data

• Data set from Kim & Snyder (2013): a Bible corpus in 
503 languages

• Compare with other unsupervised algorithms:
• Sukhotin (1962)
• Moler & Morrison (1983)
• Kim & Snyder (2013)

• Learn distinctions:
• Individually (one language at a time)
• All together (as one big corpus)

• Accuracy:
• per token (for comparison w/ K&S)
• per type

Results (II)

Language Splits Splits C/V C/V C/V Inventory
OCP OCP(tier) (OCP) (Sukh.) (M&M) size

Arapaho 9/14 (62.29) 11/15 (73.34) 100.0 100.0 100.0 16
Basque 8/14 (57.14) 16/20 (80.00) 100.0 100.0 100.0 21
English 3/12 (25.00) 15/25 (60.00) 100.0 21.62 94.59 37
Finnish 14/16 (87.50) 17/19 (89.47) 100.0 100.0 100.0 20
Hawaiian 4/5 (80.00) 8/12 (66.67) 100.0 100.0 92.30 13
Hungarian 10/20 (50.00) 21/31 (67.74) 100.0 96.97 100.0 33
Italian 7/11 (63.64) 15/20 (75.00) 100.0 100.0 100.0 22
Polish 10/21 (47.61) 23/33 (69.70) 100.0 100.0 97.30 37
Spanish 10/15 (66.67) 16/21 (76.19) 100.0 100.0 100.0 22

Table 2: Phonemic data: fraction of cluster splits that go exactly along single distinctive features (Splits
with OCP/OCP (tier)), together with percentage. Also given are C/V-distinction accuracy (per type) for
the OCP algorithm (OCP), Sukhotin’s algorithm (Sukh.), Moler and Morrison’s algorithm (M&M).

OCP Sukhotin M&M K&S

Individual Type 95.10 92.50 94.15 �
Token 96.55 93.65 95.59 95.99

All Type 96.43 96.43 89.79 �
Token 99.89 99.89 99.79 98.55

Table 3: Results on the 503-language Bible trans-
lations on consonant-vowel distinction. Both type
and token accuracy are included. The Individ-
ual column shows the macro-averaged results on
running all languages individually, and the All-
column shows the results of running all data at
once. Here, ‘OCP’ is the current algorithm;
‘Sukhotin’ is Sukhotin’s algorithm, ‘M&M’ is the
SVD-method in Moler & Morrison (1983), and
‘K&S’ is the method given in Kim & Snyder
(2013).

where the OCP algorithm misclassifies one sym-
bol less (see Figure 4).

6 Application to text fragments: the
arrow of the gods

Given that the algorithm performs very well
on consonant-vowel distinctions and groups seg-
ments along distinctive features better with small
alphabets, an additional experiment was per-
formed on a small manuscript to get a glimpse of
potential application to cryptography and the de-
cipherment of substitution ciphers. In this experi-
ment, the writing system is known to be alphabetic
(in fact Cyrillic), and the purpose is to examine the
clustering induced by so little available data.

Language OCP Sukhotin M&M

Arabic 1/40 (97.50) 1/40 (97.50) 1/40 (97.50)
Finnish 0/31 (100.0) 0/31 (100.0) 0/31 (100.0)
Georgian 1/33 (96.97) 1/33 (96.97) 0/33 (100.0)
German 1/30 (96.67) 1/30 (96.67) 2/30 (93.33)
Hungarian 1/33 (96.97) 1/33 (96.97) 1/33 (96.97)
Maltese 2/30 (93.33) 2/30 (93.33) 0/30 (100.0)
Navajo 2/30 (93.33) 3/30 (90.00) 1/30 (96.67)
Russian 0/34 (100.0) 0/34 (100.0) 2/34 (94.12)
Spanish 0/33 (100.0) 0/33 (100.0) 2/33 (93.94)
Turkish 0/34 (100.0) 0/34 (100.0) 0/34 (100.0)

Average 97.48 97.14 97.25

Table 4: Per type accuracy on C/V-distinction on
word lists. Listed are the number of misclassifica-
tions, and the accuracy per type.

The birch bark letter number 292 found in 1957
in excavations in Novgorod, Russia, is the oldest
known document in a Finnic language (Karelian),
stemming most likely from the early 13th century
(Haavio, 1964). The document consists of only
54 symbols, written in Cyrillic.3 The clustering
method (see Figure 4) identifies the vowels and
consonants, except for the grapheme y (/u/). This
is probably because the short manuscript renders
the word nuoli (Latinized form) ‘arrow’ inconsis-
tently in three different ways, with Cyrillic y = /u/
occurring in different places, making the segment
difficult for the algorithm. The high vowels /i/ and

3The exact translation of the contents is a matter of dis-
pute; the first translation given by Yuri Yeliseyev in 1959
reads as follows (Haavio, 1964): God’s arrow ten [is] your
name // This arrow is God’s own // [The] God directs judg-
ment.

• Actual accuracy even higher due to 5 errors in 
gold

Tier-based algorithm & coronals

V
+coronal

All segments
C

-coronal…
… … … …

• Results on graphemic data from 14 languages from 
Universal Dependencies corpora 2.0 (Nivre et al., 2017), 
with hypothesized +coronal split shown:
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Short manuscripts

(a) (b)

юмолануолиїнимижи 

ноулисѣханолиомобоу 

юмоласоудьнииохови 
 

(c)

а б в д ж и л м н о с у х ь ю ї ѣ

б в д ж л м н с у х

в д ж л м н с х б у

а и о ь ю ї ѣ

и ю ї а о ь ѣ

(d) (e)

C: ! " # $ % & ' ( ) *

V: + , - . / 0 1

C: ! " # $ % & ' ( )

V: * + , - . / 0 1

(f)

C: ! " # $ % & ' ( ) *

V: + , - . / 0 1

Figure 4: Clustering the graphemes in the 54-
symbol birch bark letter 292 manuscript (a), with
transcription given in (b), and the results of OCP
clustering (c). Also given are the C/V classifica-
tions produced by the Moler and Morrison (1983)
algorithm (d), Sukhotin’s algorithm (e), and the
OCP algorithm (f), with errors marked with red
boxes.

the corpus level this alternation largely holds and
serves to reveal interesting structure in phonolog-
ical organization. The top cluster discovered by
the algorithm is also a highly reliable indicator
of syllabic vs. non-syllabic segments, i.e. con-
sonants and vowels, and improves upon the state-
of-the-art in this unsupervised task. Interestingly,
Sukhotin’s C/V algorithm, which has similar per-
formance (Sukhotin, 1962), can be interpreted as
a greedy approximation of the first iteration in
the current algorithm. A tier-based variant of the
algorithm tends to detect front/back vowel con-
trasts and coronal/non-coronal contrasts as well,
although this is more of a robust trend rather than
an absolute.

Lower levels in the clustering approach are less
reliable indicators of classical feature alternation,
but can serve effectively to reveal aspects of sylla-
ble structure. For example, it is obvious from the
Hawaiian clustering that the predominant syllable

in the language is CV. One is led to conclude that
the obligatory contour principle may be manifest
in larger classes of segments (such as [±syllabic]),
but not necessarily in on the fine-grained level.
Some resulting cluster splits such as for example
{m,p} vs. {b,f,t} (example from Basque) are often
not only inseparable by a single feature split, but
are not separable by any combination of features.
This lack of evidence for a strong OCP may be
in line with the vigorous debate in the phonologi-
cal literature on the universal role of the OCP (see
e.g. McCarthy (1986); Odden (1988)). Some lan-
guages (such as Finnish and Hawaiian) yield splits
that almost always coincide with a single phono-
logical feature, whereas other languages do not.
Smaller inventories typically yield more robust re-
sults, although this may be partly due to chance
factors—there are more ways to split a small set
according to distinctive features than large sets.

Of interest is the utility of the extracted clus-
ters in various supervised and semi-supervised
NLP applications. For example, in algorithms that
learn to inflect words from annotated examples
(Ahlberg et al., 2015; Cotterell et al., 2016), it is
often useful to have a subdivision of the segments
that alternate, since this allows one to general-
ize behavior of classes of segments or graphemes,
similar to the way e.g. Brown clusters (Brown
et al., 1992) generalize over classes of words. La-
beling segments with the position in a clustering
tree and using that as a feature, for instance, is a
cheap and straightforward way to inject this kind
of knowledge into supervised systems designed to
operate over many languages.
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• Experiment example with extremely short manuscripts
• “Birch Bark Letter” no 292 (a), transcribed (b)

• Oldest known text in Finnish languages (13th C.)
• 54 letters
• Contains variable spellings of the same word
• Splits in (c) [residue method]
• C/V in (f); (d) = M&M; (e) = Sukhotin

• Errors marked in red

Wrap-up

• The OCP seems to “hold” for syllabic/non-syllabic and coronal/non-
coronal place of articulation, and frontness/backness of vowels

• Remaining splits are not robust along distinctive feature lines
• Algorithm is very good at detecting consonant/vowel (syllabic/non-

syllabic) distinctions; better than previous efforts on all data sets
• Tier-based variant of algorithm is more robust and detects coronals 

with high accuracy

abracadabra

abracadabra abracadabra

abracadabra aaaaa brcdbr

brcdbraaaaa

tier 1 tier 2

split (same for both)split (same for both)

split split

split on residue of adjacent same-group segments

tier-based recursionresidue-based recursion
Two variants

break up into tiers creating new corpora, then split

https://github.com/cvocp/cvocp

